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Abstract. We use Monte Carlo methods to investigate a purely dynamical model for structural glasses. We observe stretched exponential decays of the equilibrium autocorrelation function and measure the late-time relaxation times $\tau$. These diverge with temperature following a Vogel–Fulcher law. We also study systems which are quenched deeply and then re-heated. This gives a peak in the effective specific heat with properties matching those of the glass transition. The model thus reproduces the main phenomenology of glasses and the glass transition.

It is thought that structural glasses are not equilibrium phases but are materials trapped in long-lived metastable states. However, the mechanism by which this trapping occurs is not known, as is how its onset near a glass can give rise to non-exponential decays of autocorrelation functions, and to a divergence in the relaxation time at a non-zero temperature. In addition it is not obvious how such a purely dynamical outlook can yield the first-order-like thermal properties of the glass transition. Given these difficulties much effort has been devoted to developing a well-defined dynamical model which reproduces these phenomena.

In this Letter we present a purely dynamical model for structural glasses that tests the idea of local frustration as the relevant microscopic mechanism. This is a simplified version of the facilitated kinetic Ising model of Fredrickson and Andersen (FA) [?]. Here we reconsider this idea in both two and three dimensions, generating results with improved statistics and examining the effective thermodynamics upon heating and cooling. At low temperatures the equilibrium autocorrelation functions have the late-time stretched exponential decays characteristic of glass-forming materials. More importantly we can use these data to measure the late-time temperature-dependent relaxation times $\tau$. In all cases that our data are best represented by a $\tau$ which diverges at a non-zero temperature following a Vogel–Fulcher (VF) law. Lastly, our simulations of heating and cooling of a quenched low-temperature ‘glass’ show a peak in the effective specific heat with properties very similar to those of experimental glass transitions. Thus this model is able to reproduce much of the phenomenology of glassy relaxation and the glass transition, with no adjustable parameters.

We emphasize that our model is an extremely simple spin model for the glass transition, with built-in dynamic frustration. As such, it differs fundamentally from molecular models for structural glasses (which can be based on, for example, the detailed molecular interactions in a binary alloy). Nevertheless, the present model leads to long-time behaviour which bears similarities with the more realistic models, thereby suggesting that the long-time features of stretched exponential decay and a VF law may be intrinsically dynamical phenomena.
The phenomenology of glasses has been extensively reviewed [?], so we shall only summarize results. The glass transition temperature $T_g$ is operationally defined as the point where the measured viscosity exceeds $10^{13}$ Pa or where the specific heat shows a prominent peak [?]. The value $T_g$ is also known to depend on the time scale of the measurement. Near to and above $T_g$, glass-forming materials show non-exponential decays in autocorrelation functions that at late time are often described by $C(t) \sim e^{-t/\tau}$ with $\alpha$, a non-universal quantity, being $< 1$. The relaxation time $\tau$ grows rapidly with decreasing temperature as the glass transition is approached, and in many cases appears to diverge at a temperature $T_0$ via $\tau \sim e^{A/(kT - T_0)}$, known as the Vogel–Fulcher (VF) law when $T_0 > 0$. Most glass-forming materials, such as polymers, metallic glasses and ionic systems show this non-Arrhenius relaxation near the glass transition, with $T_0 < T_g$.

The physical origin for these phenomena largely remains an open question, and has been investigated by techniques as varied as hydrodynamic mode-coupling theories [?], structural [?], hierarchical [?], and free-volume [?] models. None of these, however, is thought to provide a complete picture of glasses. One idea common to many of these is that dense local packing leads to dynamical frustration, with long-timescale/lengthscale relaxation requiring cooperative relaxation on all shorter times/lengths. Our intent is to test this explicitly.

Direct simulation of glasses has been performed by molecular dynamics (MD) [?]. This is difficult, owing to the large timescale difference between the motion of the individual particles and the much slower structural relaxation of glassy materials. Nevertheless, such work shows evidence for stretched exponential decays of particle self-correlation functions and for non-Arrhenius divergence of the relaxation times [?, ?]. However, the data are generally not of sufficient quality to verify or refute the VF form. Work on deep quenches has verified the importance of local barriers in slowing the relaxation, but it is difficult to determine, on this basis alone, whether these barriers are the sole mechanism of glassy relaxation.

The facilitated kinetic Ising model of FA [?, ?] provides a quite different simulation approach, allowing one to investigate whether dynamical frustration is responsible for glassy phenomena within the framework of the well understood Ising model. However, earlier numerical work in two dimensions found only weak evidence for divergence of the relaxation time at non-zero temperatures, although it did show a stretched-exponential decay of the autocorrelation function [?].

In this Letter we revisit this idea using a simple variant of the FA model. Following FA we begin with an Ising model with site spins $S_i = \pm 1$. We also consider the model in the absence of any site-site coupling ($J = 0$), but in the presence of an external field $h$ (for convenience we set $h = 1$ and define a positive field as being in the negative spin direction). The Hamiltonian is then simply $H = \sum_i S_i$, so that there is no underlying thermodynamic transition. In the absence of dynamical frustration the equilibrium and non-equilibrium properties on the model are well known. All autocorrelation or relaxation functions decay exponentially with time and the equilibrium average spin $m_0 = \langle S \rangle = -\tanh(1/kT)$.

We add dynamical frustration (facilitation) by allowing a spin to attempt a flip (with standard Boltzmann probability) only if the spin is surrounded by a 'sufficient' number of up spins. This is equivalent to having no energy barrier for a move surrounded by 'sufficient' up spins, and an infinite barrier otherwise. There can be many such rules. We define a 2-site facilitation rule as one where a flip is allowed only if two or more of the nearest-neighbours' spins are in the spin-up state, and so on. The kinetics of this model are easily implemented within Metropolis Monte Carlo dynamics by adding the facilitation rule to the transition probabilities, giving
\[ P_{a \rightarrow b} = f(\{S_j\}) \begin{cases} e^{-(E_a - E_b)/kT} & E_a < E_b \\ 1 & E_a \geq E_b \end{cases} \] (1)

where \( E_a = -S_i \) and \( E_b = S_i \) are the energies at site \( i \) (initially with spin \( S_i \)) before and after the attempted flip, respectively. The facilitation function \( f(\{S_j\}) \) depends only on the states of the spins \( \{S_j\} \) neighbouring the site of interest, and is either 1 or 0 depending on whether or not there are sufficient neighbours to satisfy the facilitation rule [?]. The effect of this rule is to slow the dynamics such that the equilibrium thermal averages are preserved, unless a true dynamical transition has occurred.

The model was investigated via a multi-spin kinetic Ising model algorithm presented previously [?, ?]. In two dimensions we examined 2-site facilitation and in three dimensions studied both 2- and 3-site models. We performed two studies of the facilitation models, the first on systems at equilibrium, the second on systems frozen into a glass phase. To prepare an equilibrium system we began with an all spin-up system, quenched it under a fixed external field \( \beta = kT \) and monitored the evolution of the average magnetization \( m(t) = \langle S \rangle \) as the system evolved to equilibrium. At late times \( m(t) \) reaches the equilibrium value \( m_\infty = \lim_{t \rightarrow \infty} m(t) \). For sufficiently large system sizes \( N = L^d \) we find \( m_\infty(N) = m_0 \): i.e. the equilibrium average is equal to that predicted by the equilibrium partition function. As noted previously [?], facilitation can trap the system within a restricted configuration space if the quench field is too deep for a given system size. In this case \( m_\infty > m_0 \). We used this criterion to detect finite-size effects in our simulations, and accordingly increased system sizes to give correct results. Provided \( m_\infty \approx m_0 \) other quantities we measured, in particular the relaxation times, were independent of the size of the system. In two dimensions these criteria implied sizes from \( L = 24 \) to 48, and in three dimensions \( L = 8 \) to 16.

The important equilibrium quantity is the spin autocorrelation function \( \Phi(t) = \langle S_i(t)S_i(0) \rangle - m_\infty^2/(1 - m_\infty^2) \), where the average \( \langle \ldots \rangle \) is over all sites. To ensure reliable late time estimates the averages were taken over upwards of 640 independent runs.

In figure 1 we plot characteristic results for the equilibrium autocorrelation functions, shown here for a three-dimensional system with the two-site facilitation rule. At low temperatures (high fields) the late-time behaviour is well described by a stretched exponential, with the stretch slope \( a \) decreasing with decreasing temperature [?]. We fit the late-time data to the function \( e^{-(t/\tau)^a} \) to determine the stretch power \( a \) and relaxation time \( \tau \). To test the appropriateness of this form we also fit the data to a sum of exponentials \( A e^{-t/\tau_1} + (1 - A) e^{-t/\tau_2} \), and compared the quality of the fits. In general the two-parameter stretch form represented the data better than the three-parameter sum of exponentials.

Figure 2 shows the temperature dependence of the fitted relaxation times. All our results are concave upwards, indicating divergence at a non-zero temperature. We fit these data to two possible forms for this divergence, a power law and the VF expression, and have summarized the results in table 1. It is clear that the VF expression provides a much better fit to the data. Thus we have shown, for the first time, that a microscopic, purely dynamical model can give rise to this aspect of glassy phenomenology.

In our second study we investigated the thermal properties of the model by quenching a system below the divergence temperature, relaxing it into a 'glassy' state, and then heating it, measuring the average energy per spin \( \langle E \rangle \) and fluctuations \( \langle E^2 \rangle - \langle E \rangle^2 \). An effective specific heat per spin can be obtained in two ways: by differentiating \( C/V = d\langle E \rangle/dT \) or by the statistical expression \( C/V = \langle (E - \langle E \rangle)^2 \rangle/(kT)^2 \). These expressions are not equivalent for the non-equilibrium situations considered here. The former will reflect the thermal properties that would be measured in an experiment, most importantly in the low-temperature region where ergodicity is broken on the simulation timescale. These results
Figure 1. (Log-log)–log plot of the autocorrelation function \( \Phi \) as a function of time \( t \) for different inverse temperatures \( \beta \). These results are for a three-dimensional system and the 3-site facilitation rule. Straight lines imply a stretched-exponential, the slope being the stretch power \( \alpha \). The dashed line corresponds to exponential decay \( \alpha = 1 \).
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Figure 2. Plot of the relaxation times as a function of inverse temperature \( \beta \) for the three cases studied. A straight line would correspond to Arrhenius relaxation. The concave upwards curves indicate divergence of the relaxation time at non-zero temperatures. The solid lines are \( \nu F \) fits using the parameters from Table 1. The dashed line gives a best fit for a power law.
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Table 1. Results from fitting power-law and \( \nu F \) expressions to the relaxation time data shown in figure 2.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Facilitation rule</th>
<th>( C )</th>
<th>( A )</th>
<th>( kT_0 )</th>
<th>( \chi^2/\text{df} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nu F ) ( \tau = C e^{A/(kT-kT_0)} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2-Site</td>
<td>0.43 ± 0.02</td>
<td>4.2 ± 0.1</td>
<td>0.50 ± 0.03</td>
<td>2.3</td>
</tr>
<tr>
<td>3</td>
<td>2-Site</td>
<td>0.16 ± 0.02</td>
<td>3.56 ± 0.14</td>
<td>0.30 ± 0.01</td>
<td>2.1</td>
</tr>
<tr>
<td>3</td>
<td>3-Site</td>
<td>0.51 ± 0.02</td>
<td>5.2 ± 0.2</td>
<td>0.68 ± 0.03</td>
<td>1.8</td>
</tr>
<tr>
<td>Power law ( \tau = A(kT-kT_0)^{-\gamma} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2-Site</td>
<td>5.3 ± 0.5</td>
<td>1.3 ± 0.1</td>
<td>1.18 ± 0.05</td>
<td>118</td>
</tr>
<tr>
<td>3</td>
<td>2-Site</td>
<td>1.8 ± 0.1</td>
<td>3.2 ± 0.1</td>
<td>0.57 ± 0.01</td>
<td>7.9</td>
</tr>
<tr>
<td>3</td>
<td>3-Site</td>
<td>50 ± 133</td>
<td>2.8 ± 1.7</td>
<td>0.72 ± 1.06</td>
<td>264</td>
</tr>
</tbody>
</table>

can be contrasted with the exact solution in the absence of facilitation.

Results for a typical heating and cooling run for the two-dimensional 2-site facilitation model are shown in figure 3. This system was initially quenched from the all spin-up state to \( kT = 0.45455 \) (\( \beta = 2.2 \)), and allowed to relax for \( 8 \times 10^6 \) mcs (1 mcs = 1 MC step per spin). It was then heated (and subsequently cooled), at a constant rate of \( 1 \times 10^{-5} \) \( kT \) MCS\(^{-1} \). This initial temperature is below the predicted \( kT_0 \) of this system (see Table 1) so the relaxation time of the prepared 'glassy' state is extremely long: in particular no noticeable change in properties would occur over the time scale of the heating/cooling runs.

Ergodicity, on the simulation timescale, appears to break down just below \( kT = 3.0 \) for heating and \( kT = 2.0 \) for cooling. The heating run shows a large peak in the 'effective' specific heat \( C_V/Nk \), while the subsequent cooling run shows a much smaller and broader peak centred at a slightly lower temperature. If we reduce the scanning rate \( dT/dt \) the large peak narrows and moves to lower temperatures, while the broad cooling peak is largely unchanged (results not shown). This 'hysteresis' upon heating and cooling and the
dependence of the peak position on \(dT/dt\) are commonly observed with real glasses [?]. The calorimetric behaviour thus possesses the characteristic phenomenology of the glass transition. We stress that this peak arises for purely dynamical reasons and that there is no underlying thermodynamic transition.

The quantity \(C_T^{\text{st}}\) (solid line in figure 3) tells us about the microscopic ramifications of the broken ergodicity associated with this peak. Since this diverges at low temperatures \((E^2) - \langle E \rangle^2\) does not go to zero as \(T \to 0\). This means that fluctuations are quenched-in, on the timescale of the simulation, in keeping with dynamical arguments for glassy behaviour.

Lastly we attempted to scale the curves for different heating rates by the standard scaling form, with results shown in figure 4. Provided the non-equilibrium peak is well displaced from the broad background peak of the equilibrium model the data scale very well. This ceases to be the case (dotted line) when a large portion of the specific heat is due to the equilibrium background peak.

In conclusion, we have demonstrated that stretched exponential decays of the equilibrium autocorrelation functions, dependence of the stretch power \(\alpha\) on temperature, Vogel–Fulcher divergences of the associated relaxation times and the qualitative behaviour of the glass transition can all arise from a purely dynamical model. This is strong evidence that the glass transition has its origin in dynamical frustration. We also found scaling of the non-equilibrium specific heat over a wide range of heating rates. We have also examined the dependence of the glass transition on the annealing time of the low-temperature glass and are examining the behaviour of the model to other experimental protocols. These results will be reported in a forthcoming paper.
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