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A systematic perturbation theory for the early stages of spinodal decomposition is developed for systems with long-range forces. The small parameter in our theory is proportional to the inverse of the range of the force. The Cahn-Hilliard-Cook theory for the structure factor results as the leading term in the expansion. The first-order perturbative correction to that result, as expected, acts to substantially slow down the evolution predicted by the earlier theory of Cahn et al. Coupling of wave-number modes, not given in previous theories, is a natural consequence of our theory. We also find that one cannot consistently define a spinodal curve for systems with a finite range of force. The effective “critical wave number” which determines this curve becomes time dependent. The theoretical results we obtain could be tested experimentally on systems with long-range forces, such as polymer-polymer blends or some binary alloys.

1. INTRODUCTION

A disordered system quenched from a high initial temperature to a final one, below its critical point, evolves to its ordered equilibrium state in different stages.1–4 In spinodal decomposition the system is initially unstable with respect to long-wavelength fluctuations. Hence, an interconnected structure forms which coarsens during the early stages.5–10 For later times, well-defined domains form which evolve via interfacial dynamics.11 In this paper we study the early stages of spinodal decomposition.

The well-known Cahn-Hilliard-Cook theory of spinodal decomposition describes some aspects of those early stages.5–7 It consists of a linear stability analysis of the initially disordered state, and correctly predicts the long-wavelength instability. A sharp distinction between unstable and metastable states, given by the classical spinodal curve, is predicted by this analysis. Historically, the theory of Cahn et al. has provided a useful guide for experimentalists. The theory, however, cannot account for intrinsically nonlinear effects occurring in the later stages, such as coarsening.

Many theories have attempted to incorporate nonlinear effects into a theory of spinodal decomposition. Langer and co-workers8–10 have presented the most successful theories to date. They undertake physical (but uncontrolled) approximations which account for those nonlinearities. In particular, Langer, Bar-on, and Miller10 theory quantitatively accounts for nonlinear effects which result in coarsening during the initial break up of the interconnected structure. Nonetheless, these and related theories cannot be systematically improved because they involve no small parameter, since, for example, they consider systems with short-ranged forces.

Thus an important issue is to determine the precise regime of validity of the linear Cahn-Hilliard-Cook theory. Patahsinskii and Pokrovski,12 and more recently, Binder,13 have identified this through a modified Ginzburg criteria. It is found that the theory of Cahn et al. is most valid for systems with a long range of force. Explicitly, the time regime over which that theory is valid is proportional to the logarithm of the range of the interaction. Many systems with effectively long-range forces exist in nature, for example, FeCr.14,15 Snyder, Meakin, and Reich,10 and Russell and co-workers,17 have recently studied phase separation in polymer-polymer blends, and have found reasonable agreement with Cahn-Hilliard-Cook theory over early times.18–20 Similar early-time agreement has been found by Heermann21 in a numerical simulation of a long-range-force kinetic Ising model.

Our concern in this paper is with spinodal decomposition in systems with long-range forces. For such systems a small parameter exists: the inverse of the range of the force. This allows us to construct a systematic perturbation theory. A distinctive feature of our theory, compared to previous work, is that it incorporates the coupling of different Fourier modes of the order parameter. This could be important for the description of the interconnected structure unique to the early stages of spinodal decomposition. The first nonvanishing term in this expansion yields the Cahn-Hilliard-Cook result for the structure factor. The next order contribution produces a qualitative change to the result of linear theory, due to nonlinear effects. While the direct perturbative treatment is restricted to the early stages of spinodal decomposition, we expect that our results should be experimentally observable over an important time domain for systems with effectively long-range forces. For systems with an intermediate range of the interaction, our analysis applies to a more restricted time domain.

The results of our calculation, for a symmetric quench of a binary-alloy model, indicate, as expected, that the correction terms to the Cahn-Hilliard-Cook theory considerably slow down the growth of the unstable modes. Coarsening, which is absent from the linear theory, follows from our calculation. Another interesting effect we obtain is the “crossing of the tails” of the structure factor for different times (Sec. V), which has been observed in numerical and experimental studies of phase separa-
Finally, we find that, for systems with a finite range of interaction, there is no way to consistently define a sharp spinodal curve. We find that the effective "critical wave number," which gives the position of the spinodal curve, becomes time dependent. Thus the spinodal curve only appears to be a useful concept for dynamics in the limit of an infinite range of interaction. This result is in agreement with experimental and theoretical studies which find a gradual transition between unstable and metastable states.

The outline of the remainder of this paper is as follows. In Sec. II we introduce the model used in our calculation and briefly review earlier theories of spinodal decomposition. In Sec. III we identify the small parameter and outline our perturbation expansion. The calculation to first order is given in Sec. IV. Section V contains a discussion of our results.

II. MOTIVATION

In this section we briefly survey some previous well-known work on the early to intermediate stages of phase separation. This will serve to fix notation, and to provide a background for the present work. Our starting point consists of a simplified dynamical model of a binary alloy which is called model B in critical dynamics, and is commonly used in the study of spinodal decomposition. The time evolution of the scalar-conserved order parameter $\phi(t)$ is given by

$$\frac{\partial \phi}{\partial t} = -M \nabla^2 (\nabla^2 + q_c^2) \phi + \xi,$$

$$\phi(x,t) = \int \frac{d^d \mathbf{r}}{2\pi^d} e^{i\mathbf{q} \cdot \mathbf{r}} \psi_{\mathbf{q}}(t),$$

then we obtain the two-point correlation function

$$\langle \phi(x,t) \phi(x',t') \rangle = (2\pi)^d \delta(x+q) \langle |\phi|^2 \rangle(q,t),$$

where the structure factor is given by

$$q_c = \frac{r}{K}$$

is called the critical wave number. If we introduce the Fourier transformation

$$\phi(x,t) = \int \frac{d^d \mathbf{r}}{2\pi^d} e^{i\mathbf{q} \cdot \mathbf{r}} \psi_{\mathbf{q}}(t),$$

As discussed below, $\langle |\phi|^2 \rangle(q,t)$ is well approximated by the Ornstein-Zernike function in the high-temperature phase. Note that the system is unstable for wave numbers $q < q_c$. Thus the linear stability analysis allows one to identify the existence of the instability, and predicts exponential growth for long wavelengths. This instability results in an interconnected structure which is characteristic of spinodal decomposition. It should be noted that if we linearize around an off-symmetric initial condition (where $\phi = \phi_0$ at $t = 0$) then the critical wave number becomes

$$q_c = \frac{r}{K} - 3\delta^2.$$
deals with the coupling arising from gradients in the equations of motion: both theories lead to an equation of motion for the structure factor of the Cahn-Hilliard-Cook form, with a time-dependent wave number $A(t)$ replacing $q$, but with no coupling between different Fourier components of the order parameter. In the next section we identify a small parameter for systems with a long range of interaction, and show how the coupling of wave-number modes arises in our theory.

III. PERTURBATION EXPANSION IN THE RANGE OF THE FORCE

We now present a theory of the early stages of spinodal decomposition. This involves a systematic solution of the hierarchy of equations of motion, of which Eq. (2.12) is the first, by an expansion in the inverse of the range of the force. The perturbative treatment enables us to make several connections to previous work: the leading term gives the Cahn-Hilliard-Cook theory; the next order term in the expansion yields a time-dependent one-point Gaussian distribution function. This Gaussian form is the result of the theory, rather than an ansatz as in Langer's factorization approximation [Eq. (2.13)] (Ref. 9) and, indeed, the Gaussian distribution we obtain differs from that of Langer. The expansion itself is closely related to Kawasaki's formal expansion in the nonlinear coupling parameter $u$ in Eq. (2.3).

A. Scaling, expansion parameter, and initial conditions

It is convenient to scale the equations in the following manner:

$$x = \left[ \frac{r}{K} \right]^{1/2} r,$$  

$$\gamma = \frac{2Mr^2}{K},$$

and

$$\psi = \left[ \frac{u}{r} \right]^{1/2} (\phi - \phi_0).$$

The resulting Langevin equation for $\psi$ is

$$\frac{\partial \psi}{\partial \tau} = \frac{\gamma}{2} \nabla^2 (-3\nabla^2 \psi - q^2 \psi + 3\psi_0 \psi^2 + \psi^3) + \sqrt{\gamma \epsilon} \mu,$$

where the intensity of the noise is given by

$$\epsilon \equiv \frac{k_B T u}{r^2} \left[ \frac{r}{K} \right]^{d/2},$$

and we have introduced

$$q^2 \equiv 1 - 3\psi_0$$

and

$$\psi_0 = \left[ \frac{u}{r} \right]^{1/2} \phi_0.$$

Note that $\psi_0 = 0$ corresponds to a symmetric quench while $\psi_0 = \pm 1/\sqrt{3}$ yields the classical spinodal curve. The
Gaussian noise is now determined by
\[
(\mu(x,\tau)|\mu(x',\tau')) = -\nabla^2(\delta(x-x')\delta(\tau-\tau')).
\] (3.8)

The theory now involves only two parameters, \(\psi_0\) and \(\epsilon\). These can be related to the order parameter at the coexistence curve \(\phi_\infty\), the susceptibility \(\chi\), and the thermal correlation length \(\xi\), as follows.\(^{10}\) From mean-field theory (recall that we quench from far above \(T_c\) to far below \(T_c\)) we have
\[
\phi_\infty = (r/u)^{1/2},
\] (3.9)
\[
\chi = \frac{k_B T}{a_0^2} \left( \frac{\partial^2 f}{\partial \phi^2} \right)_{\phi_\infty} = \frac{1}{a_0^2} \frac{k_B T}{2r},
\] (3.10)
and
\[
\xi^{-2} = \frac{1}{K} \left( \frac{\partial^2 f}{\partial \phi^2} \right)_{\phi_\infty} = 2rK,
\] (3.11)
where \(a_0\) is the underlying lattice spacing. Thus
\[
\psi_0 = \phi_0 / \phi_\infty
\] (3.12)
and
\[
\epsilon = \frac{1}{2^{d/2-1}} \left( \frac{a_0}{\xi} \right)^d.
\] (3.13)

Note that \(\epsilon\) is the parameter normally used in the Ginzburg criterion to determine the validity of a mean-field theory in critical phenomena. Near the critical point, if we assume hyperscaling, we obtain \( \epsilon \propto (a_0 / \xi)^d \) where \(\xi\) is the amplitude of the correlation length. Thus \(\epsilon \propto R^{-d}\), where \(R\) is the range of the force. Alternatively, this result follows directly from Eq. (2.5) since \(K\) is proportional to \(R^2\). It is worth noting that, in the notation of Langer et al.,\(^{10}\) \(\epsilon \sim f_0^{-1}\), where \(f_0\) is related to the range of the force. For the particular case of the Flory-Huggins free energy for polymers, Eq. (2.5), it can be shown that
\[
\epsilon = \frac{2^{d/2}}{3} \left( \frac{k_B T}{K} \right) \frac{1}{N^{d/2-1} \left( v_0 / v_{cr} - 1 \right)^{d-1}}
\] (3.14)
for \(N_A = N_B = N\), where \(v_{cr}\) is the critical interaction parameter.\(^{31}\) Thus for \(d > 2\) and \(N\) large we find that \(\epsilon \ll 1\) for polymers. It should also be noted that, from the definition of \(\epsilon\), Eq. (3.5), the perturbation theory can also be interpreted as a low-temperature or weak nonlinear coupling expansion.

As we will see, a crucial ingredient in the expansion in \(\epsilon\) concerns initial conditions. By construction, \(\psi(\tau = 0) = 0\). The fluctuations around this value are given by the following. Let the initial temperature be \(T' > T_c\). Then the coarse-grained free energy can safely be linearized to obtain
\[
F[\psi, T'] = \int d^d r \left[ \frac{K'}{2} (\nabla \psi)^2 + \frac{r'}{2} \psi^2 \right],
\] (3.15)
where \(r'\) is positive. The Langevin equation valid before the quench is
\[
\frac{\partial \psi}{\partial \tau}(x', \tau') = \frac{1}{2} \nabla^2 (-\nabla^2 \psi + \psi) + \nabla \epsilon \mu ,
\] (3.16)
where \(x'\) and \(\tau'\) are defined as in Eqs. (3.1) and (3.2) with \(r \rightarrow r'\), \(K \rightarrow K'\), and \(\psi\) defined as in Eq. (3.3). The parameter \(\epsilon'\) can be shown to be related to \(\epsilon\) via
\[
\epsilon' = 2^{d/2-1} \left( \frac{X(T')}{X(T)} \right)^4 \left( \frac{\xi(T)}{\xi(T')} \right)^{d/2} \epsilon,
\] (3.17)
where \(X(T)\) is the Ornstein-Zernike function. Thus, at \(\epsilon = 0\), we have
\[
\langle | \psi |^2 \rangle (T, \tau = 0) = A / q^2 + B,
\] (3.18)
where \(B = 2^2 \xi^2(T) / \xi^2(T'), \) and \(A / B = 1 / X(T') / X(T)\).

B. Perturbation expansion

The structure of the perturbation expansion is now obtained by assuming that
\[
\psi = \psi^{(0)} + \epsilon^{1/3} \psi^{(1)} + \cdots.
\] (3.20)
A similar expansion for \(\langle | \psi |^2 \rangle\) is then implicit. The equation of motion satisfied by \(\psi^{(0)}\) is from Eq. (3.4),
\[
\frac{\partial \psi^{(0)}}{\partial \tau} = \frac{1}{2} \nabla^2 [ -\nabla^2 \psi^{(0)} - q_2^2 \psi^{(0)} + 3 \psi_0 (\psi^{(0)})^2 + (\psi^{(0)})^3 ],
\] (3.21)
the solution of which is of the form \(\psi^{(0)}(q, \tau) = \psi(q, \tau = 0) f(q, \tau)\). Therefore, since \(\psi(\tau = 0) \sim \langle | \psi |^2 \rangle (\tau = 0)^{1/2}\), which is of order \(\sqrt{\epsilon}\) from Eq. (3.19), we obtain
\[
\psi^{(0)}(q, \tau) = 0.
\] (3.22)
Furthermore, the expansion for the structure factor is
\[
\langle | \psi |^2 \rangle = \epsilon \langle | \psi |^2 \rangle + \epsilon^{3/2} \langle | \psi |^2 \rangle^2 + \cdots.
\] (3.23)

Let us now obtain the leading contribution to the structure factor in the expansion. From Eq. (3.4) we obtain
\[
\frac{\partial}{\partial \tau} \langle | \psi |^2 \rangle^{(1)}(q, \tau) = q^2 (q_2^2 - q^2) \langle | \psi |^2 \rangle^{(1)}(q, \tau) + q^2
\] (3.24)
in Fourier space, or
\[
\langle | \psi |^2 \rangle^{(1)}(q, \tau) = \frac{A}{q^2 + B} e^{q^2 (q_2^2 - q^2) \tau} \left[ 1 - e^{q_2^2 \tau} \right],
\] (3.25)
Thus to leading order in the expansion in the range of the force we reobtain the result of Cahn-Hilliard-Cook theory, Eq. (2.10).

Before proceeding with the formal expansion, given in the next section, it is useful to reconsider the nonlinear contributions entering the equation for the structure factor, such as \( \langle \psi^2 \rangle \). The exact equation for this can be shown to be

\[
\frac{\partial}{\partial \tau} \langle \psi^2(x_1, \tau) \psi(x_2, \tau) \rangle = -\frac{1}{3} \langle \psi^2(x_1) \left[ \nabla_1^2 q_2^2 + \nabla_2^2 q_1^2 \right] \psi(x_2) \rangle - \frac{1}{3} \nabla_2^2 (q_2^2 + \nabla_1^2) \langle \psi^3(x_1) \psi(x_2) \rangle \\
+ \frac{9 \psi_0}{2} \langle \psi^2(x_1) \nabla_2^2 \psi^2(x_2) \rangle + \frac{3 \psi_0}{2} \nabla_2^2 \langle \psi^3(x_1) \psi(x_2) \rangle \\
+ \frac{1}{3} \langle \psi^2(x_1) \nabla_1^2 \psi^2(x_2) \rangle + \frac{1}{3} \nabla_2^2 \langle \psi^3(x_1) \psi^2(x_2) \rangle \\
- 3\varepsilon \langle \psi^2(x_1) \rangle \nabla_2^2 \delta(x_1 - x_2) - 3\varepsilon \langle \psi(x_1) \psi(x_2) \rangle \lim_{\varepsilon \rightarrow 0} \nabla_2^2 \delta(x_1). 
\]

The important thing to note here is that, despite the expansion in \( \varepsilon \), one cannot disentangle the gradients from the correlation functions in terms like \( \langle \psi^2 \nabla^2 \psi^2 \rangle \). This is essentially because these terms involve coupling to a higher-order distribution function in the hierarchy (the gradient explores the region \( x + \delta x \) as well as the point \( x \) itself). As noted at the beginning of this section, we believe that this subtle coupling is not adequately handled in earlier theories. This coupling is accounted for in our calculation below. Indeed, although our treatment (to order \( \varepsilon^3 \)) is essentially equivalent to a factorization decoupling of higher-order moments, a careful analysis of the many-body correlation functions is necessary to consistently effect this decoupling. (The systematic calculation is given in the next section.) It should be noted that the result does not reduce to that obtained by Langer,\(^9\)\(^,\)\(^37\) precisely because of that coupling which is absent from Langer’s treatment.

Finally, let us consider the time domain of validity of our expansion. Firstly, we recover the estimate of the region of validity of the linear theory,\(^12\),\(^13\),\(^38\) Eq. (3.25). Roughly speaking, this result will be incorrect when the next term in the series is important. If we ignore the Cook term for simplicity, the maximum time \( \tau_{\text{max}} \) for the validity of the linear Cahn-Hilliard-Cook theory is given by

\[
\varepsilon \tau_{\text{max}}^3 \approx \tau_{\text{max}} \sim O(\varepsilon^{1/2}), \tag{3.27}
\]

where \( O(\varepsilon^{1/2}) \) is the next term in the expansion. Thus we have, recalling that \( \varepsilon \propto R^{-d} \),

\[
\tau_{\text{max}} \sim \ln R. \tag{3.28}
\]

A more convincing demonstration of this result is given in Binder’s papers.\(^12\),\(^19\)

The validity of an expansion in thermal noise intensity has been discussed in analogous dynamical problems, where spatial inhomogeneities are irrelevant (laser problems, or well-stirred chemical reactions).\(^49\) There it is known that the expansion becomes a singular perturbation theory for late times, where each term in the series has the same importance. Thus, to be conservative, we would expect the expansion in \( \varepsilon \) to be accurate over the early-time regime given by Eq. (3.28).\(^41\) We speculate that if \( \tau_{\text{max}} \approx C \ln R \), then by calculating an increasing number of terms in the series we increase the value of the prefactor \( C \), without changing the essential dependence of \( \tau_{\text{max}} \) upon \( R \).

**IV. FIRST-ORDER CALCULATION**

We will now obtain a relation for the \( n \)-body correlation function within the perturbation expansion. Although we only wish to obtain the structure factor, it is necessary to consider the more general case. It will prove convenient to introduce a diagrammatic representation, similar to that used by Kawasaki.\(^36\)

The scaled Fokker-Planck equation for the probability density, corresponding to Eq. (3.4), is

\[
\frac{\partial \rho}{\partial \tau} = \int d^4r D \rho, \tag{4.1}
\]

where the operator \( D \) is given by

\[
D = -\nabla^2 \left\{ \frac{1}{2} \frac{\delta}{\delta \psi} \left[ -q_2^2 - \nabla^2 + 3\psi_0 \psi^2 + \psi^3 \right] + \frac{\varepsilon \delta^2}{2} \frac{\delta^2}{\delta \psi^2} \right\}. \tag{4.2}
\]

Thus the \( n \)-body equal-time correlation function is given by

\[
\frac{\partial}{\partial \tau} \langle \psi(x_1, \tau) \cdots \psi(x_n, \tau) \rangle = \langle \tilde{D} \psi(x_1, \tau) \cdots \psi(x_n, \tau) \rangle, \tag{4.3}
\]

where \( \tilde{D} \) denotes the adjoint of \( D \). After some algebra we obtain
\[
\frac{\partial}{\partial \tau} \langle \psi(x_1, \tau) \cdots \psi(x_n, \tau) \rangle = \frac{i}{2} (\gamma_1 + \gamma_2 + \cdots) \langle \psi(x_1, \tau) \cdots \psi(x_n, \tau) \rangle + \frac{3\psi_0}{2} \nabla_1^2 \langle \psi^2(x_1, \tau) \cdots \psi(x_n, \tau) \rangle \\
+ \cdots + \frac{1}{2} \nabla_1^2 \langle \psi^3(x_1, \tau) \cdots \psi(x_n, \tau) \rangle + \cdots + -\epsilon \nabla_1^2 \delta(x_1 - x_2) \langle \psi(x_3, \tau) \cdots \psi(x_n, \tau) \rangle + \cdots,
\]

where
\[
\gamma_\nu = -\nabla^2 (q_\nu^2 + \Delta^2),
\]
and the sums in the first three terms consist of \( n \) terms, while the sum in the last term consists of \( \frac{1}{2} n (n-1) \) terms (with no double counting).

A useful change of variables, after Fourier transformation, is given by
\[
\langle \psi(q_1, \tau) \cdots \psi(q_n, \tau) \rangle \equiv e^{i/2 \epsilon \{ \gamma_1 q_1 + \gamma_2 q_2 + \cdots \} \cdot \tau / 2} S_n(q_1, \ldots, q_n, \tau).
\]

Again, after some algebra, we obtain
\[
S_n(q_1, \ldots, q_n, \tau) = S_n(q_1, \ldots, q_n, 0) + \int_0^\tau d\tau' \left[ V_2(q_1, q_2, \tau') S_{n-2}(q_3, \ldots, q_n, \tau') + \cdots \right]
\]
\[
+ e^{i/2 \epsilon} \int_0^\tau d\tau' \int \frac{d^d k_1}{(2\pi)^d} \frac{d^d k_2}{(2\pi)^d} \left[ V_3(q_1, k_1, k_2, \tau') S_{n+1}(k_1, k_2, q_3, \ldots, q_n, \tau') + \cdots \right]
\]
\[
+ \epsilon \int_0^\tau d\tau' \int \frac{d^d k_1}{(2\pi)^d} \frac{d^d k_2}{(2\pi)^d} \frac{d^d k_3}{(2\pi)^d} \frac{d^d k_4}{(2\pi)^d} \left[ V_4(q_1, k_1, k_2, k_3, \tau') S_{n+2}(k_1, k_2, k_3, q_4, \ldots, q_n, \tau') + \cdots \right],
\]

which gives a formal solution for \( S_n(t) \). The second term on the right-hand side involves a sum over \( \frac{1}{2} n (n-1) \) pairs, while the last two terms involve a sum over \( n \) terms. The “vertices” are given by the following:

\[
V_2(q_1, q_2, \tau) = 2q_1^2 e^{-\gamma_1} (2\pi)^d \delta(q_1 + q_2),
\]

which is due to thermal noise,

\[
V_3(q_1, k_1, k_2, \tau) = 3\psi_0 q_1^2 e^{-\gamma_1 - \gamma_1 - \gamma_2} \times (2\pi)^d \delta(q_1 - k_1 - k_2),
\]

which is the “three-rayed” interaction, and

\[
V_4(q_1, k_1, k_2, k_3, \tau) = -q_1 q_2^2 e^{-\gamma_1 - \gamma_1 - \gamma_2 - \gamma_2} \times (2\pi)^d \delta(q_1 - k_1 - k_2 - k_2),
\]

which is the four-rayed interaction. The expansion in \( \epsilon \) for \( S_n(t) \) can be written as

\[
S_n(\tau) = S_n^{(0)}(\tau) + e^{i/2} S_n^{(1)}(\tau) + \cdots,
\]

where we have suppressed wave-number dependences for simplicity. From Eqs. (3.3) and (3.19), the initial conditions are such that

\[
S_1(q, \tau = 0) = 0
\]

and

\[
S_2(q_1, q_2, \tau = 0) = (2\pi)^d \delta(q_1 + q_2) \frac{A}{q_1^2 + B},
\]

while the higher-order moments are determined by a Gaussian distribution, \( \exp(-F/k_B T) \), given by Eq. (3.16).

Thus we finally obtain the equations

\[
S_n^{(0)}(\tau) = S_n(\tau) + \int_0^\tau d\tau' [V_2(q_1, q_2, \tau) S_{n-2}(q_3, \ldots, q_n, \tau') + \cdots],
\]

\[
S_n^{(1)}(\tau) = \int_0^\tau d\tau' [V_3(q_1, k_1, k_2, q_3, \ldots, q_n, \tau') + \cdots],
\]

and, for \( m > 1 \),

\[
S_n^{(m)}(\tau) = \int_0^\tau d\tau' [V_4(q_1, k_1, k_2, k_3, \tau') S_{n+2}(k_1, k_2, k_3, q_4, \ldots, q_n, \tau') + \cdots].
\]

These equations naturally lend themselves to a diagrammatic representation for \( S_2(t) \), from which the structure factor is obtained in Eq. (4.6). In Fig. 1 we display the diagrams corresponding to \( S_2^{(0)}(q_1, q_2, \tau) \). These should be compared to Eq. (4.6). The diagram shown in Fig. 1(a) is due to initial conditions, while the diagram in Fig. 1(b) has a two-rayed vertex at a time \( \tau_1 \).

From the definition of \( V_2 \), we obtain

\[
\text{FIG. 1. Diagrams giving } S_2^{(0)}(q_1, q_2, \tau).
\]
\[
S_2^{0(2)}(q_1, q_2, \tau) = \left[ \frac{A}{q_1^2 + B} + \frac{1 - e^{-\gamma q_1 \tau}}{\gamma q_1} \right] (2\pi)^d \delta(q_1 + q_2) .
\]

(4.16)

[Note that \( S_0(t) = 1 \), by normalization.] Thus Fig. 1 corresponds to the Cahn-Hilliard-Cook theory, in a rather abstract form.

In Fig. 2, the diagrams giving \( S_2^{(2)}(q_1, q_2, \tau) \) for a symmetric quench (\( \phi_0 = 0 \)) are displayed. (The additional diagrams needed for an off-symmetric quench are given in the Appendix.) Consider the second diagram. It has two vertices, one of which is the \( V_2 \) thermal noise vertex at time \( \tau_1 \), while the other is the \( V_4 \) interaction vertex at time \( \tau_2 \). All the "extra" lines, labeled \( k_1 \), \( k_2 \), and \( k_3 \), correspond to integrated wave numbers. For example, this diagram gives a contribution

\[
\int_0^{\tau_1} d\tau_2 \left[ \int \int d^d k_1 d^d k_2 d^d k_3 V_4(q_1, k_1, k_2, k_3, \tau_2) \right] \int_0^{\tau_2} d\tau_3 V_2(q_2, k_3, \tau_1) S_2(k_1, k_2, 0) .
\]

(4.17)

The \( S_2(k_1, k_2, \tau = 0) \) factor comes from the two dangling lines at \( \tau = 0 \). The symmetry factor of 6 gives the number of "topologically equivalent" ways one could create this diagram. The remainder of the analysis involves only considerable algebra. The eventual result we obtain is

\[
S_2^{(2)}(q_1, q_2, \tau) = \frac{3q_1^2}{2\pi^4} \left[ \frac{A^2}{q_1^2 + B} \right] I_1 + \frac{A}{q_1^2 + B} I_2 + Aq_1^2 \left[ I_3 + q_1^2 \right] \left[ I_4 + q_1^2 \right] (2\pi)^d \delta(q_1 + q_2) ,
\]

(4.18)

where for \( d = 3 \) the integrals are given by \((\Lambda \) is the ultraviolet cutoff)

\[
I_1 = \int_0^{\Lambda} \frac{k^2 dk}{k^2 + B} \frac{1 - e^{\gamma k \tau}}{\gamma k} ,
I_2 = \int_0^{\Lambda} \frac{k^4 dk}{\gamma k} \left[ 1 + \gamma k \tau - q_1^2 \right] ,
I_3 = \frac{1}{\gamma q_1} \left[ I_1 - \int_0^{\Lambda} \frac{k^2 dk}{k^2 + B} \frac{1 - e^{\gamma k \tau}}{\gamma k - \gamma q_1} \right] ,
I_4 = \frac{1}{\gamma q_1} \left[ I_2 - \int_0^{\Lambda} \frac{k^4 dk}{\gamma k + \gamma q_1} \frac{1 - e^{\gamma k \tau}}{\gamma k} \right] ,
\]

and

\[
I_5 = \frac{1}{\gamma q_1} \int_0^{\Lambda} \frac{k^4 dk}{\gamma k} \left[ \frac{e^{-\gamma k \tau}}{\gamma k - \gamma q_1} \left( 1 - e^{\gamma k \tau} \right) \right] - \frac{1}{\gamma k - \gamma q_1} \left( 1 - e^{\gamma k \tau} \right) ,
\]

These integrals were evaluated numerically to obtain the results given in the following section. Thus from Eqs. (4.6), (4.16), and (4.18) (we note that \( S_2^{(1)} = 0 \)) we obtain our main result, namely the structure factor \( \langle |\psi|^2 \rangle \) to order \( \epsilon^2 \).

Before presenting those results, given in the following section, we have some final comments on the expansion in \( \epsilon \). Since we have only obtained results to order \( \epsilon^2 \), our treatment corresponds to a time-dependent Gaussian form for the probability distribution function. Thus we obtain coarsening in the initial stages, but the distribution function does not become bimodal. Since the series is apparently alternating, we would have to go to order \( \epsilon^3 \) to obtain a bimodal distribution. We note, however, that an analysis to order \( \epsilon^n \) requires approximately \( 10^n - 1 \) diagrams. We also note that it may be possible to undertake a singular perturbation theory for late times and sum an infinite class of these diagrams. Thus was done for the nonconserved case (in a certain weak-coupling, long-time limit) by Kawasaki, Yalabik, and Gunton.\(^{42}\)

V. RESULTS AND DISCUSSION

We have numerically evaluated the result for the structure factor, derived in the previous section, for different times following a symmetric quench (\( \psi_0 = 0 \)). The ultraviolet wave-number cutoff was chosen to be\(^{10}\)

\[
\Lambda = \left[ (3d^2 f / \partial f^2) |\psi = 1 \right]^{1/2} ,
\]

while the initial conditions, Eq. (3.19), were chosen to be \( A = B = 1 \). Before discussing our results, it is worth relating \( \epsilon \) to the range of the force more explicitly. In three dimensions, as discussed above,
FIG. 3. Structure factor \( \langle |\psi|^2 \rangle(q,\tau) \) vs \( q \). Cahn-Hilliard-Cook theory \( \epsilon=0 \). Times shown are \( \tau=5, 10, 15, \) and 20.

FIG. 4. Structure factor \( \langle |\psi|^2 \rangle(q,\tau) \) vs \( q \). Our result with \( \epsilon=0.02 \). Times shown are \( \tau=5, 10, 15, \) and 20. Growth is slower than in Fig. 3.

FIG. 5. Structure factor \( \langle |\psi|^2 \rangle(q,\tau) \) vs \( q \). All curves at time \( \tau=10 \). From top, curves are \( \epsilon=0, 0.02, 0.04, \) and 0.1.

FIG. 6. Effective Gaussian width \( \sigma^2(\tau) \) for \( \epsilon=0 \) (top) and \( \epsilon=0.04 \).

The range of the force is \( R \propto \epsilon^{-1/2} \). For the nearest-neighbor Ising model, where we assume that \( R \equiv 1 \), \( \epsilon \) is estimated\(^{10} \) to be 3.63. Thus we are led to the relation

\[
R \approx 1.54/\epsilon^{1/2}.
\] (5.1)

From this we obtain, for the values of \( \epsilon \) studied below (\( \epsilon=0.02, 0.04, \) and 0.1), the ranges of interaction which are \( R \approx 3.3, 4.5, \) and 5.6, respectively. A typical polymer-polymer blend, with a chain length of roughly 400 “lattice spacings,” would have \( R \approx 20 \). It should also be noted that the real time \( t \), in terms of the scaled time \( \tau \), is

\[
t \sim R^2 \tau.
\] (5.2)

Thus even though the scaled times studied below are \( \tau \leq 20 \), the real time in an experimental system could be of significant duration.

In Fig. 3 we show the Cahn-Hilliard-Cook structure factor (that is, the \( \epsilon=0 \) result) for times \( \tau=5, 10, 15, \) and 20. In Fig. 4 we present our result with \( \epsilon=0.2 \) for the same times. Not surprisingly, the growth rate is slower in Fig. 4 where the range of the force is finite, although large. As mentioned above, the correction term we have calculated to the theory of Cahn \textit{et al.} is negative for all wave numbers and all times. The slower growth can also be seen in the direct comparison given in Fig. 5 for \( \epsilon=0.02, 0.04, \) and 0.1, at \( \tau=10 \). It should also be noted that, in Fig. 4, even though the peak of the structure factor is growing, the large \( q \) tail is decreasing. Hence, the curve actually crosses itself. This interesting feature has been observed in both Monte Carlo and experimental studies.\(^{22-25} \) It originates from nonlinear effects, and thus is absent in the Cahn-Hilliard-Cook theory.
In Fig. 6 we plot the effective Gaussian width, $\sigma^2(t)$, of the one-body distribution function for both $\epsilon=0$ and 0.04. The width is given by the sum rule

$$\sigma^2(\tau) = \int \frac{d^3q}{(2\pi)^3} \left( |\psi|^2(q,\tau) \right).$$

This shows the coarsening given by the correction term to the theory of Cahn et al. Note that in the linear theory $\sigma^2(t)$ increases exponentially, so that the one-body distribution function never equilibrates. The coarsening can also be seen in Fig. 7 where we plot the position of the maximum intensity versus time.

As discussed above, we expect the valid time regime for this perturbation theory to be $\tau \leq \ln(1/\epsilon)$. This is in agreement with what we find by determining the time at which the Cahn-Hilliard-Cook theory differs significantly (more than approximately 10%) from the result of perturbation theory. Binder's estimate of a maximum time $\tau_{\max}$ for the validity of linear theory is $\tau_{\max} \approx -4 \ln 3 \epsilon$ in our units, for a symmetric quench. For $\epsilon=0.02, 0.04,$ and 0.1, these times are $\tau_{\max} \approx 11, 8,$ and 5, respectively, which are in agreement with our results.

In Figs. 8 and 9 we compare Cahn-Hilliard-Cook theory, our theory, and the Langer-Bar-on-Miller theory for the structure factor, at two different times, $\tau=1$ and 10. (We have used the same initial conditions for all three theories, and the same range of the force, $\epsilon=0.04$, for our theory and the theory of Langer et al.) For $\tau=1$, in Fig. 8, our theory and the theory of Langer et al. practically coincide. The reason for this is as fol-
If one expands our equations of motion in time, one obtains a decoupling of wave-number modes for very early times similar to that assumed by Langer et al. For later times, however, the coupling of modes becomes important and so our theory yields results which are different from those of Langer et al., as can be seen in Fig. 9. The coupling of modes in our result is seen more easily in the plots given in Figs. 10 and 11 discussed below. A careful experimental, on a system with long-range forces, could, we suppose, distinguish between our theory and those of Cahn et al. and Langer et al.

In Figs. 10 and 11 we plot the logarithm of the structure factor, divided by \( q^2 \tau \), versus \( q^2 \). This is a standard plot used in the metallurgical literature to test the Cahn-Hilliard-Cook theory. In Fig. 10 the plot is for \( \tau = 10 \), with \( \epsilon = 0, 0.02, 0.04, \) and \( 0.1 \). In Fig. 11 we have subtracted the Cook term from the scattering intensity so that the plot will give a straight line with no time dependence, for the Cahn-Hilliard theory, \( \epsilon = 0 \). The plot is for \( \epsilon = 0 \) and \( \epsilon = 0.04 \), for the times \( \tau = 5, 10, 15, \) and \( 20 \). In the context of the linear theory, the critical wave number \( q_c \) is determined by the intercepts of that straight line, and so (for off-symmetric quenches) one obtains the classical spinodal curve. We find two noteworthy differences from linear theory for nonzero \( \epsilon \) in Fig. 11. Firstly, as time increases, there is a departure from the straight line as \( q \) increases. This is a consequence of the coupling of wave-number modes in our theory, as discussed above. The bending in Fig. 11 would be absent from a similar plot of the result of the Langer-Bar-on--Miller theory. Secondly, we find that the \( q = 0 \) intercept is clearly time dependent. (This also follows in the analyses of Langer and co-workers. Thus if one insists on defining an effective critical wave number by this criterion, it must be time dependent.

The implication of this result is clear. If one extends our numerical calculation to off-symmetric quenches (which we have not done) one would obtain a time-dependent spinodal. We do not believe that this has physical significance: The result is a consequence of forcing a pseudo-equilibrium quantity, the classical spinodal line, onto a dynamical problem. Thus, in our opinion, one cannot consistently define a sharp spinodal line. Only systems with an infinite range of interaction will have this sharp transition between unstable and metastable states. Some ways to characterize the gradual transition, which is observed experimentally, have been given by other authors.

To conclude, we have presented a perturbative analysis for the early stages of phase separation in spinodal decomposition. Our treatment should be valid for systems with long-range interactions. An experimental or computer simulation study of such a system would be of considerable interest.
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**APPENDIX**

In this appendix we report the results of the additional contributions to \( S^{(2)}(q_1, q_2, \tau) \) in Eq. (4.18) for an off-symmetric quench. The eight nonvanishing diagrams are shown in Fig. 12. In the same manner as the evaluation summarized in Sec. IV, we obtain (where \( q_- = q_1 - k \))

\[
S' = (2\pi)^{d} (q_1 + q_2)^{d} \phi_{q_1}^{d} \phi_{q_2}^{d} \Gamma',
\]
with

\[ I' = q^2 A^2 \int \frac{d^d k}{(2\pi)^d} \frac{1}{(k^2 + B)(q_1^2 + B)} \left[ \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right]^2 \]

\[ + \frac{4A^2}{q_1^2 + B} \int \frac{d^d k}{(2\pi)^d} \frac{q_1^2}{(k^2 + B)\gamma_{q_-}} \left[ \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right] \left[ \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right] \]

\[ + 4q_1^2 A \int \frac{d^d k}{(2\pi)^d} \frac{q_1^2}{k^2 + B} \gamma_{q_-} \left[ \frac{1}{2} \left( \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right)^2 - \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right] \]

\[ + \frac{2A}{q_1^2 + B} \int \frac{d^d k}{(2\pi)^d} \frac{k^2 q_1^2}{\gamma_k} \left[ \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right] \left[ \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right] \]

\[ + \frac{2q_1^2 A}{\gamma_{q_1}} \int \frac{d^d k}{(2\pi)^d} \frac{q_1^2}{k^2 + B} \left[ \frac{2\gamma_{q_1}(1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2})}{\gamma_{q_-} + \gamma_k + \gamma_{q_-}} \right] \]

\[ + 4q^2 \int \frac{d^d k}{(2\pi)^d} \frac{k^2 q_1^2}{\gamma_k} \left[ \frac{\gamma_k}{2\gamma_{q_-}(\gamma_k + \gamma_{q_-})} \left( \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right)^2 \right] \]

\[ - \frac{1}{\gamma_{q_-}[(\gamma_k + \gamma_{q_-})^2 - \gamma_{q_-}^2] + (\gamma_k + \gamma_{q_-})[(\gamma_k + \gamma_{q_-})^2 - \gamma_{q_-}^2]} \left[ 1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2} \right] \]

\[ - \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{2\gamma_{q_-}(\gamma_k + \gamma_{q_-})(\gamma_{q_1} + \gamma_k + \gamma_{q_-})} \]

\[ + \frac{2q_1^2}{\gamma_{q_1}} \int \frac{d^d k}{(2\pi)^d} \frac{k^2 q_1^2}{\gamma_{q_1}} \left[ \frac{1}{2\gamma_{q_1}(\gamma_k + \gamma_{q_-})} \left( \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right)^2 \right] \]

\[ - \frac{1 - e^{(-\gamma_{q_1} + \gamma_k + \gamma_{q_-})\nu/2}}{2\gamma_{q_1}(\gamma_k + \gamma_{q_-})(\gamma_{q_1} + \gamma_k + \gamma_{q_-})} \]
\[
+ \left[ \frac{\gamma_{q_1}}{\gamma_k (\gamma_{q_1} + \gamma_k)(\gamma_{q_1} - (\gamma_{q_1} + \gamma_{q_-})^2)} \left( \frac{1}{\gamma_k + \gamma_{q_-}} \right)^2 - \gamma_{q_1}^2 \right] \left( 1 - e^{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right)^{-\gamma_{q_1}}
\]

\[
+ 2q_1^2 \int \frac{d^d k}{(2\pi)^d} \frac{k^2 q_-^2}{\gamma_k} \left[ \frac{1 - e^{-\gamma_{q_1} + \gamma_k}^\tau}{2\gamma_{q_1} (\gamma_{q_1} + \gamma_k)(\gamma_{q_1} - (\gamma_{q_1} + \gamma_{q_-})^2)} - \frac{1 - e^{-\gamma_k}^\tau}{2\gamma_{q_1} (\gamma_{q_1} + \gamma_k)(\gamma_{q_1} - (\gamma_{q_1} + \gamma_{q_-})^2)} \right]
\]

\[
\frac{1}{\gamma_{q_1} (\gamma_{q_1} - \gamma_{q_1}^2)^2 - \gamma_{q_-}^2} \left[ \frac{1}{\gamma_k + \gamma_{q_-}^2} \right] \left( 1 - e^{-\gamma_{q_1} + \gamma_k + \gamma_{q_-}} \right)^{-\gamma_{q_1}}
\]
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For the free energy, Eq. (2.5), the critical values of \( c \) and \( v \) are

\[
  c_{cr} = (N_B)^{1/2} \left[ (N_A)^{1/2} + (N_B)^{1/2} \right]^{-1}
\]

and

\[
  v_{cr} = \left[ (N_A)^{1/2} + (N_B)^{1/2} \right] (2N_A N_B)^{-1}
\]

The corresponding values of \( r \) and \( u \) in Eq. (2.4) are

\[
  r = 2k_B T v_{cr} (v / v_{cr} - 1)
\]

and

\[
  u = \frac{1}{2} k_B T v_{cr}^2 (N_A N_B)^{1/2}
\]

Note that the dynamical model [Eq. (2.1)] would neglect any hydrodynamic effects in polymer blends. The model also neglects any concentration dependence in the coefficient of the gradient term \( K \), and any spatial dependence of the mobility \( M \). The consequences of removing these last two assumptions have been analyzed by Binder, within the linear theory (Ref. 13).

The Cahn-Hilliard theory predicts no coarsening: The maximum of the structure factor occurs at a time-dependent wave number \( q_{max} \). The inclusion of the Cook term, which is due to thermal fluctuations, leads to a time-dependent \( q_{max} \). A discussion of the Cook term is given in Ref. 4.


This is in contrast to \( d = 0 \) systems, where there are no gradient terms. There a factorization decoupling, as done by Landau, would be equivalent to a systematic approximation to order \( \epsilon^2 \).

39Equation (3.28) admits an appealing physical interpretation of \( \tau_{max} \) as the time needed for the system to leave the immediate vicinity of the unstable state. In fact, a mean-first-passage-time calculation [F. Haake, J. W. Haus, and R. Glauber, Phys. Rev. A 23, 3855 (1981)] shows that this time has the asymptotic behavior \( \tau_{max} \sim \ln(1/\epsilon^2) \), for all \( \epsilon \).

41This seems to be born out by the mean-first-passage-time calculation mentioned in Ref. 39: The asymptotic behavior of \( \tau_{max} \) is not modified by the consideration of nonlinear terms. The escape from the unstable state occurs for \( \tau < \tau_{max} \), and is dominated by linear terms. In this regime nonlinear effects can be considered perturbatively.