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Magnetic structure and magnetization reversal of lithographically patterned submicron and nanometer scaled magnets with elliptical, disk, ring shapes, and pseudo spin valve structures, were studied by magnetic force microscopy.

Magnetic measurements were performed with a custom built vacuum magnetic force microscopy with \textit{in-situ} in plane magnetic fields. The MFM has been optimized with a force gradient sensitivity as high as $1 \times 10^{-6}$ N/m.

By using various magnetic tips, operating in different modes, and studying different samples, the effect of the magnetic tip stray field induced distortion of the magnetic state of a submicron sized magnet is presented. Through the systematic study, a method of how to detect and to avoid these irreversible distortions is also presented. A local ‘hysteresis loop’ technique has been invented to study the abrupt switching behavior of individual elements.

In arrays of elongated magnetic particle array, the aspect ratio dependence of the switching indicates that the vortex state can be trapped inside the elements and form an energetic stable state, leading to a broad switching field distribution. In an array of 70 nm wide pseudo spin valve elements, parallel and antiparallel single domain configurations are found. Major and minor hysteresis loops as well as inter-layer coupling are investigated. We found that interlayer coupling leads to switching field variations. In a Permalloy disk array, the vortex state with vortex core singularity is found. The switching mechanism through the nucleation and annihilation processes is demonstrated by the local hysteresis loop. An interdot coupling-induced anisotropic switching is observed. In Permalloy ring structures, a vortex state and an ‘onion’ state are found. The onion state in permalloy rings with diameters of $5 \mu m$ is found to be a flux closure state with a head to head domain wall. The switching behavior of these ring elements is found to be domain wall propagation.
Les structures magnétiques et le renversement de la magnétisation d’aimants de taille méso- et nanoscopique sont étudiés par microscopie à effet de force. Les aimants, en forme d’ellipses, de disques, d’anneaux et en structures de pseudo vannes de spin, sont produits en réseaux par lithographie.

Les mesures magnétiques sont effectuées sous vide par un microscope à effet de force maison à champs magnétiques in-situ coparallèles à la surface des échantillons. Le microscope est optimisé pour une sensibilité aux gradients de force de l’ordre de $10^{-6}$ N/m.

Par l’utilisation de différentes pointes, sous différents modes d’utilisation, et d’échantillons variés, l’effet du champ de fuite de la pointe sur le moment magnétique d’un nanoo-aimant est d’abord observé. Cette étude systématique permet de développer une méthode pour détecter et éviter cette distorsion irréversible. La technique des boucles d’hystérésis locales est développée pour l’étude du renversement soudain d’éléments magnétiques individuels.

Pour le réseau d’éléments allongés, la dépendance du renversement sur le rapport des axes indique qu’un vortex magnétique peut être piégé à l’intérieur des éléments et forme un état énergétiquement stable. Ceci cause une large distribution des champs de retournement.

Dans le réseau de vannes de spin de 70 nm de largeur, des configurations en domaines parallèles et antiparallèles sont observées. Les boucles d’hystérésis majeures et mineures ainsi que le couplage inter-couche sont examinés et il est trouvé que le couplage inter-couche amène une variation du champ de retournement.

Pour le réseau de disques de Permalloy, un vortex avec singularité interne est observé. L’étude de la boucle d’hystérésis permet de montrer que le renversement est causé par des processus de nucléations et d’annihilations. Le renversement anisotropique causé par le couplage inter-points est aussi observé.

Dans les structures de Permalloy en anneaux, les états de vortex et d’oignons sont mis en évidence. On trouve que la structure en oignons des anneaux de Permalloy de 5 µm de diamètre est une configuration en fermeture de flux à la jonction de deux domaines de magnétisation opposée.
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Statement of Originality

The author claims the following aspects of the thesis to be original contributions of knowledge.

- The custom built vacuum magnetic force microscopy (MFM) was updated in order to achieve the highest possible sensitivity, and to be able to study the magnetic structure and magnetization reversal of nanomagnets in the presence of external magnetic fields.

- A systematic study of the magnetic force microscopy tip stray field induced magnetization reversal of Permalloy particles. Methods about how to detect, reduce and use MFM tip induced magnetization reversal were investigated.


- Development of spectroscopy techniques including: (a) force distance curves to clarify magnetic states, and to study the local susceptibility; (b) frequency shift versus external field curves to characterize the switching behavior of individual element.


- The applications of MFM to study various arrays of submicron and nanometer scaled elongated, disk shaped, ring shaped, square shaped particles as well as pseudo spin valve structures.


- Micromagnetic simulations through a public code were carried out to interpret the experimental results.
Introduction

The topics of this thesis include: (1) the optimization of our vacuum magnetic force microscope (MFM) in order to achieve high sensitivity imaging, (2) the systematic study of imaging, manipulation and spectroscopy of lithographically patterned nanoscaled magnets by MFM, (3) the investigation of magnetic structure and magnetization reversal of various lithographically patterned submicron and nanosized magnet arrays, including elongated, disk shaped, ring shaped, and square shaped particle arrays, as well as pseudo spin valve structures.

1.1 Why Study Nanomagnets?

The study of the interplay between the structure, the magnetic properties and the electrical properties of nanometer and submicron scale magnets is one of the most exciting subjects in modern magnetism. The driving force for this study is the fast growth of the semiconductor microelectronics and data storage industries. The fast growth of computer hard disk storage density requires a detailed understanding of magnetism on the submicron and nanometer scale. Nanomagnet arrays themselves are a potential candidate for ultrahigh storage media, since each uniaxial element can store one bit of data [1]. The interest in studying nanomagnetism is also driven by the potential to incorporate magnetic elements directly into microchips, such as for high density non-volatile magnetoresistive random memory (MRAM) [2, 3]. A further motivation is the potential of using magnetostatic coupled nanomagnet chains
as magnetic logic gates, allowing an all-magnetic implementation of information processing and storage [4]. From a fundamental research point of view, the experimental investigation of nanomagnet elements can be directly compared to micromagnetic simulations, since the simulation code is solvable for submicron sized magnets. This comparison can help test modelling, improve our understanding of micromagnetism, and provide practical parameters for realistic simulation.

1.2 Nanomagnets Fabrication

The study of nanomagnets cannot be separated from modern nanofabrication and high resolution imaging techniques. In nature, crystalline nanomagnets (Fe$_3$O$_4$ or FeS$_2$) with typical sizes of 10 to 100 nm can be perfectly formed in magnetotactic bacteria [5, 6]. Artificial nanomagnets can be fabricated by nanometer fabrication techniques, such as electron-beam lithography (EBL) [7, 8], X-ray lithography (XRL) [9], imprint lithography (IML) [10], interference lithography (INL) [11, 12] and self assembly lithography (SAL) using anodized alumina or block-copolymer templates [11, 13]. EBL can be used to prepare magnetic elements with features smaller than 10 nm, but the process of making large area patterns (a few inches) is very difficult. XRL, IML, and INL however, can be used to pattern larger area samples with deep submicron features. SAL also has the ability to make large area samples, but it is hard to produce ordered structures over a large sample area.

The nanomagnet arrays studied in this thesis, provided by our collaborators, were prepared by EBL (University of Illinois at Chicago), INL (MIT), and SAL (Brown University). Fig 1.1 shows one type of INL technique and a typical nanomagnet array. Fig 1.2 shows two arrays prepared by EBL. One array has widely separated 500 nm diameter permalloy (Ni$_{81}$Fe$_{19}$) disks, while the other one is an array of closely spaced disk chains.
1.2 Nanomagnets Fabrication

Figure 1.1: (a) schematic diagram of an interference lithography system, after Ross [11]. Two optical beams form an interference pattern on the sample, defining large area periodical structures. The period of the pattern can be controlled easily by varying the angle of the incidence \( \theta \) and the wavelength \( \lambda \); (b) a pseudo-spin valve structure with an element width of 70 nm and length of 550 nm and with a polycrystalline Co(4nm)/Cu(3nm)/NiFe(6nm) multilayer composition. The relative orientation of the magnetic moments in the Co and NiFe layers affects the resistance of this structure, i.e., giant magnetoresistive effect. The magnetization switching of individual elements will be presented in Chapter 4.

Figure 1.2: Permalloy disk arrays prepared by electron-beam lithography techniques (samples were supplied by V. Metlushko, University of Illinois at Chicago). (a) widely separated individual disks with diameter 500 nm and nominal thickness of 30 nm; (b) chain of permalloy disks with the same dimensions as (a).
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Figure 1.3: (a) hysteresis loop of a two dimensional film, and (b) a lithographically patterned Permalloy (Ni$_{81}$Fe$_{19}$) film. The film thickness is 10 nm, and the patterned element is $90nm \times 240nm$ in size. The coercivity in (a) is about 1 Oe, while it is about 300 Oe in lithographically the patterned sample. Courtesy: Y. Hao, MIT.

1.3 Characterization of Magnetic Properties

Submicron or nanometer scaled magnetic elements show different magnetization switching behavior than bulk material. The shape anisotropy can change the magnetization behavior dramatically [14]. For example, nanomagnets usually have a much larger coercivity than an unpatterned thin film deposited under identical conditions. Fig 1.3 shows typical hysteresis ($M - H$) loops for an unpatterned thin film and a patterned one. The coercivity for the unpatterned is only about 1 Oe, while it is a few hundred Oe for the patterned. The increased coercivity is the result of the increased demagnetization field in-plane.

The magnetic domain structures in patterned elements are also substantially different from those in unpatterned material. This characteristic is especially obvious for soft magnetic materials, such as iron, nickel or Permalloy, in which the domain patterns are mainly determined by the element shape, size and thickness. For a two dimensional film, the exchange interaction favors the alignment of magnetic moments. However, to minimize the total energy, the magnetic dipole interaction prefers the magnetic moment to be random due to the finite dimensions of the film. The compe-
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tition between the exchange energy and the magnetostatic energy leads to the domain structures.\(^1\) Fig. 1.4 show a series of images for different sized samples of the same material. Fig. 1.4 (a) shows the domain pattern of an unpatterned Permalloy film, obtained by Lorentz microscopy. A complex domain pattern with clear Néel walls, cross-tie walls and magnetic ripple structures is observed. This kind of domain pattern is very common in two dimension films [15]. However, a 20 µm sized Permalloy square forms a flux closure structure with some fine domain structures at the corners (Fig. 1.4(b)). This type of domain pattern is theoretically expected, since flux closure structures minimize the total energy, with a stray field energy approaching zero [16]. The observed seven-domain structure is not the only minimal energy state, but other domain patterns, such as a four-domain structure, can also be observed experimentally on the sample (as will be shown later).

For sufficiently small elements, due to the energy cost of a domain wall, it is energetically unfavorable to form domain structures in the element, and the element prefers to form a single domain state. Domain theory [17] estimates that the critical size of a sphere magnetic material for forming a single domain is

\[
R_{c0} = \frac{q2}{M_s} \sqrt{\frac{6A_{ex}}{4\pi}} \approx \frac{1.595 \sqrt{A_{ex}}}{M_s},
\]

where \(M_s\) is the saturation magnetization, \(A_{ex}\) is the exchange constant, and \(q2\) is the smallest root of the derivative of the spherical Bessel function of the first kind and first order. The typical value is a few tens of nanometers. However, for elements larger than this critical value, shape anisotropy is a crucial feature in the formation of a single domain state. Fig. 1.4 (c) shows an MFM image of an array of Permalloy elements with a size of 90 nm × 240 nm and a thickness of 10 nm. The MFM image shows bipolar contrast (white and black), associated with south and north poles of single domain elements.

\(^1\)In real cases, the anisotropy energy should also be taken into account. The different energetic terms in magnetic body are described in Appendix A.
Figure 1.4: (a) a Lorentz microscopy image of a thin two dimensional Permalloy film (cover page of Physics Today, May 2001); (b) the domain structure in a 20 µm permalloy square, with thickness of 30 nm. Constant frequency shift mode, Tip: 15 nm Co$_{71}$Pt$_{12}$Cr$_{17}$. Cantilever resonance frequency: 69.690 kHz, in vacuum; (c) single domain structure in a 240nm $\times$ 90nm $\times$ 10nm permalloy element array. Constant height mode; Tip sample separation h= 80 nm; Silicon cantilever with the spring constant of 22.67 kHz in vacuum, 30 nm coated Co$_{71}$Pt$_{12}$Cr$_{17}$; rms oscillation amplitude: 12 nm. Schematic diagrams of the domain patterns in (b) and (c) are indicated by the arrows. A flux closure domain is formed in (b), while a single domain is formed in (c).
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1.3.1 Experimental Tools

It is crucial both from a fundamental as well as an application point of view to understand and control the magnetic behavior of such small magnetic elements. This requires special experimental tools to characterize the magnetic properties. The collective magnetic properties such as the hysteresis loop can be characterized by standard techniques. However, it is even more important to characterize the individual behavior of the nanomagnets, and only then can some of the following questions be answered: What is the domain structure of an individual nanomagnet? How does an individual nanomagnet switch in response to an external field? How fast does it switch? What are the transport properties of these structured nanomagnets? Finally, what is the variability of these properties from element to element?

The collective behavior can be characterized by alternating gradient magnetometry (AGM), by vibration sample magnetometry (VSM), using superconducting quantum interference device magnetometers (SQUID) and through the use of magneto-optical Kerr effect (MOKE). However, due to variations between individual elements, the characteristics of an individual element can be washed out in the measurements of ensembles. There are however some sophisticated spatially resolved techniques which allow the investigation of the magnetic properties of individual elements. Magnetic force microscopy (MFM) [18–20], Lorentz electron microscopy (LEM) [21], scanning electron microscopy with polarization analysis (SEMPA) [22] and MOKE microscopy [16] can be used to characterize the magnetic domain structure of individual elements. LEM, Micro-SQUID techniques [23, 24], micro-Hall techniques [25] and MFM [26] can also be used to study the magnetization behavior of an individual element. Time-resolved scanning Kerr microscopy can resolve the magnetization distribution in time [27]. These techniques are complimentary. Each technique has its advantages as well as drawbacks. A combination of these techniques allows one to fully reconstruct the complete magnetization distribution and to fully understand the mechanism of magnetization switching.
The domain observation by LEM is based on the Lorentz force deflecting the electrons: $F_L = q_e V \times B$. The unique features of LEM are high resolution (nanometer), high contrast, and a direct measurement of the magnetization vector. However, the disadvantages of this technique are that it requires very special sample preparation (flat and electron transparent), and it is difficult to apply magnetic fields to the sample as this changes the electron beam trajectory. It is thus challenging to observe changes of the magnetization via external magnetic field in LEM.

SEMPA collects the spin polarized secondary electrons emitted by a magnetic sample. The secondary electrons have magnetic moments which are parallel to the magnetization direction at the point of their origin. Unlike the traditional SEM, SEMPA is also sensitive to the polarization of secondary electrons. SEMPA has a high spatial resolution (10 nm) which is determined by the beam width and it directly detects the sample magnetization component. The major limitation of using SEMPA is sample preparation, as the experiment must be performed in ultra high vacuum conditions on a clean conducting surface to avoid loss of the secondary electron polarization by scattering.

MFM records the magnetostatic forces or force gradient between a magnetic sample and a small (with typical radius of 10-50 nm) magnetic tip. The detailed principle of MFM will be presented in the next chapter. The advantage of this technique is that it does not need special sample preparation, and can work in ambient conditions with a spatial resolution down to 10 nanometers [28]. However, it is not easy to separate the magnetic contrast from other background forces. The interpretation of the observed magnetic contrast is not straightforward since MFM does not directly monitor the magnetization distribution but rather the stray field. Furthermore, there is the potential of mutual distortion between the MFM tip and the sample moment. Interpretation of an observed image usually relies on the understanding of micromagnetism.

---

1) This is a classical view. The detailed classic and quantum theory underlying LEM can be found in a review paper by Chapman [21].
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and micromagnetic simulations.

All of the above techniques have one common demerit: poor time resolution. It takes about one second for LEM and a hundred seconds for MFM or SEMPA to form an image. Very fast imaging within nanosecond scale can be achieved by scanning Kerr microscopy measurements [27,29], allowing the dynamics of domain pattern formation to be studied. However, the spatial resolution of the MOKE technique is limited by the wavelength of the laser used and thus is about few hundred nanometers.

Among all these techniques, MFM is the most commonly used to study the magnetic structure of nanomagnets due to its easy implementation and lower costs. Furthermore, MFM is not just a tool for imaging, it can also be used to study the magnetization behavior of individual elements with a capability similar to that of micro-Hall and micro-SQUID techniques [26]. MFM also has the potential to study the collective magnetization switching behavior by performing large area scans with in-situ magnetic fields [30,31].

1.3.2 Micromagnetic Simulation

Micromagnetic simulations can be used to help explain experimental observation, and to understand the domain formation process. The simulation can be performed by solving the Landau-Lifshitz equation [32]:

\[
\frac{dM}{dt} = -\gamma M \times H_{\text{eff}} - \frac{\gamma \alpha}{M_s} M \times (M \times H_{\text{eff}}),
\]

(1.2)

where \( M \) is the magnetization, \( H_{\text{eff}} \) is the effective field, \( \gamma \) is the gyromagnetic ratio, while \( \alpha \) is the damping coefficient.\(^1\) The effective field is defined as

\[
H_{\text{eff}} = -\frac{\partial E}{\partial M},
\]

(1.3)

where \( E \) is the total magnetic energy density including the exchange energy, anisotropy energy, Zeeman energy, and magnetostatic energy (demagnetizing energy). Details

\(^1\)The simulations in this thesis were performed by the publicly available code OOMMF from NIST, http://math.nist.gov/oommf.
about the micromagnetic simulation are presented in the Appendix A.

\section*{1.4 Scope of this Study}

There is mutual distortion between the magnetic tip and the magnetic sample. Such distortions can sometimes be calamitous while studying nanomagnets, as the MFM tip stray field can irreversibly change the particle’s state \cite{33}. Such effects frequently appear in the published literature, and in some circumstance it is unavoidable as the local tip stray field can be larger than the element switching field. In this thesis, by using various magnetic tips, operating in different modes, and studying different samples, the effect of magnetic tip stray field distortions on a nanomagnet state is investigated. Through systematic study, a method of how to detect and to avoid the irreversible distortion is also presented.

MFM is not just a tool for imaging, in this thesis, the versatility of MFM is explored. MFM is used to study the magnetization reversal behavior of individual submicron sized magnets and ensembles. Local hysteresis loop technique is developed by monitoring the resonant frequency shift of the cantilever as a function of external magnetic fields. Finally, the possibility of using the MFM tip stray field to manipulate a magnetic state of an individual particle, ‘writing’ a bit, is also demonstrated.

In the second part of the thesis, MFM is used to study the magnetization behavior and the domain structures of different kinds of patterned arrays. Different submicron and sub-100 nm arrays are studied extensively by using MFM in the presence of an external magnetic field. The samples studied in this thesis are elongated particles, disks, rings, and pseudo spin valve structures.

The structure of the thesis is as follows: the experimental technique (MFM), instrumentation and MFM tip stray field distortion on two dimensional samples is presented in Chapter 2. Chapter 3 details the study of imaging, manipulation, and spectroscopy of nanomagnets, including the separation of magnetic contrast from other signal, and detection, reduction and application of MFM tip stray induced ir-
reversible distortions. The technique allowing the determination of hysteresis loops of ensembles of nanomagnets is also presented. Finally, a local hysteresis loop technique is developed. The detailed study of pseudo spin valve structures is presented in Chapter 4. In chapter 5, the magnetic structure and magnetization reversal of disk arrays are studied. In chapter 6, the study of permalloy ring structures is presented. The conclusion and outlook is presented in Chapter 7.

Throughout the thesis, gaussian units are used for magnetic field and magnetization. 1 Oe = 79.58 A/m; 1 emu/cm$^{-3}$ = 1000 A/m, as they are the units commonly used in the literature and technology.
In this chapter, a review of magnetic force microscopy and the instrumentation will be presented. The sensitivity of our vacuum MFM is demonstrated to be thermally limited. The highest imaging sensitivity can be achieved by operating the MFM in vacuum in the constant height mode. Various techniques designed to improve the sensitivity of the instrument are discussed. Tip stray field induced distortions of the sample magnetic structure are also presented.

2.1 Magnetic Force Microscopy

2.1.1 Principle of Magnetic Force Microscopy

The magnetic force microscope (MFM) [18, 19], a variant of the scanning force microscope, is a tool capable of revealing a magnetic sample’s domain structure in real space. The basic principle is illustrated in Fig 2.1. A flexible cantilever beam with a

Figure 2.1: A magnetically sensitive cantilever interacts with the magnetic stray field of the sample. Resulting changes in the status of the cantilever are measured by the deflection sensor, and recorded to produce an image. Adapted from [20].
sharp magnetic probe on its end is used as a force sensor. If the tip is brought close
enough to the sample surface, typically between ten to a few hundred nanometers,
the magnetic interaction between the tip and sample can give rise to a change of the
cantilever status, such as static deflection or resonant frequency. As the MFM tip
(sample) is raster scanned across the sample (tip), this change can be used to form
a two dimensional magnetic image. In force spectroscopy, another operation mode of
MFM, the cantilever status is monitored with respect to the tip-sample separation.

2.1.2 Magnetic Interaction & Experimental Technique

MFM detects the force or force gradient between the MFM tip and magnetic sample
[20]. The magnetic force acting on the tip can be written as

\[ F_{t-s} = \int d^3r' \int d^3r'' M(r') \nabla \cdot H(r'', r') \]  (2.1)

where \( M(r') \) is the tip magnetization at position \( r' \) inside of the tip, while \( H(r'', r') \)
is the sample stray field at position \( r' \) generated by the magnetic moment at position
\( r'' \) inside of the sample.

The consequence of the force is to directly bend the cantilever beam by the amount
of \( \delta z = F_n / k_{cb} \), where \( F_n \) is the component of the force normal to the cantilever, and
\( k_{cb} \) is the spring constant of the cantilever. These deflections can be used to form MFM
images. However, this mode is not commonly employed because the dc measurement
is easily corrupted by noise, such as vibrations and \( 1/f \) electronic noise.

Much higher sensitivity can be achieved in the ac mode by driving the cantilever
at (or close to) its resonant frequency to reduce environmental noise [18], and to
increase the signal to noise ratio using lock-in techniques or frequency modulation
techniques [34]. In this case, the cantilever beam can be treated as a one dimensional
damped driven harmonic oscillator with a resonance frequency of \( f_0 = (k_{cb}/m^*)^{1/2}/2\pi \),
where \( m^* \) is the effective mass of the cantilever [20]. For long range forces (magnetic
force) and for small oscillation amplitudes (compared to the decay length of the
magnetic interaction), the tip-sample interaction can be treated as a spring in series
Figure 2.2: AC detection techniques. If a cantilever is driven at a fixed frequency $f_D$ (lock-in technique), a cantilever resonance frequency shift causes the cantilever oscillation amplitude and phase to change. The amplitude change $\Delta A$ (a) or the phase change $\Delta \phi$ (b) can be interpreted as a magnetic signal. However, the direct frequency shift $\Delta f$ can be obtained by a frequency modulation technique: the cantilever phase is maintained at a constant value by a phase locked loop.

with the cantilever. This causes the cantilever to oscillate at a new resonant frequency $f_0' = ((k_{cb} + F_n')/m^*)^{1/2}$, as indicated in Fig. 2.2, where $F_n'$ is the force gradient along the normal direction of the cantilever. In a linear approximation, the frequency shift can be written as

$$\delta f = \frac{F_n'}{2k_{cb}} f_0.$$  \hspace{1cm} (2.2)

However, if a short range force such as a spin-spin interaction is involved, the cantilever oscillation is usually much larger than the decay length of the force, and nonlinear effects need to be considered [35].

The cantilever resonant frequency shift can be obtained by either lock-in techniques [18] or frequency modulation (FM) techniques [34]. In the lock-in technique, the cantilever is driven at a fixed frequency ($f_D$, as indicated in Fig 2.2). During imaging, the oscillation amplitude $A$ (Fig 2.2 (a)) or the phase $\phi$ (Fig 2.2 (b)) of the cantilever will change due to the tip-sample interaction. In the linear approximation, the amplitude and the phase change are linear in the frequency shift and the force gradient. In the FM technique, however, the phase relation between the drive signal and the cantilever oscillation can be kept at a constant value by a phase locked loop (PLL). Therefore, the cantilever can always be driven at its new resonance frequency.
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\( f'_0 = f_0 + F' \) \cite{20,34}, and the cantilever frequency shift can be directly monitored. In addition, in the FM technique, the cantilever oscillation amplitude can be maintained at a constant value by an additional analog feedback. This option is used for dissipation imaging, an imaging technique which is sensitive to non-conservative interactions, as compared with the frequency shift information which is indicative of conservative interactions \cite{36,37}.

2.1.3 Operating modes

The tip-sample interaction has different origins which include magnetic interactions, electrostatic interactions, van der Waals interactions, short range and capillary forces. During MFM imaging, the tip-sample separation usually varies between ten to a few hundred nanometers, where the magnetic force \( (F_{\text{mag}}) \), electrostatic force \( (F_{\text{elec}}) \) and van der Waals force \( (F_{\text{van}}) \) are dominant. Therefore, the total force is approximately,

\[
F_{\text{tot}} = F_{\text{mag}} + F_{\text{elec}} + F_{\text{van}}. \tag{2.3}
\]

The van der Waals force and force gradient between a sphere tip and semi-finite flat sample can be written as \cite{38}

\[
F_{\text{van}} = A_H R / 6 z^2, \tag{2.4}
\]

\[
F'_{\text{van}} = -A_H R / 12 z^3, \tag{2.5}
\]

where \( R \) is the effective radius of the tip, \( z \) is the tip-sample separation and \( A_H \) is the Hamaker constant with a typical value of 1 eV for metals. For a sharp MFM tip (sharp silicon tip with thin film coating), the van der Waals force is usually very small. For example, for a tip radius of 10 nm, and a tip-sample separation of 50 nm, the force gradient is about \( 1 \times 10^{-6} \) N/m. Even if the tip becomes blunt with a radius of 50 nm, the force gradient will only be \( 5 \times 10^{-6} \) N/m. However, an order of magnitude increase is observed for tip sample separations of 20 nm.
The electrostatic force and the force gradient between a metallic tip and sample can be written as

\[ F_{elec} = \pi \varepsilon_0 U^2 R / z \]  
\[ F'_{elec} = -\pi \varepsilon_0 U^2 R / z^2, \]

where \( U \) is the bias voltage between a tip and a sample, \( R \) is the effective tip radius, \( \varepsilon_0 \) is the permittivity of free space and \( z \) is the tip-sample separation. Assume \( R=10 \) nm, \( z=50 \) nm, \( U=100 \) mV, we can estimate the force gradient: \( F'_{elec} = 1 \times 10^{-6} \) N/m. However, if the bias voltage is set to be 1 V, the force gradient will be two orders of magnitude larger, \( 1 \times 10^{-4} \) N/m.

The magnetic force (force gradient) between a magnetic tip and sample depends on both the tip and the sample moment distribution. Since both the magnetic tip and magnetic sample prefers to form domain structures (flux closure) to reduce stray field energy (magnetostatic energy), the magnetic force (force gradient) can decay very slowly. For example, the force gradient above the center of a transition of a longitudinal recording medium with a long dipole tip can be written as [39]

\[ F'_{mag} \sim \frac{1}{(a + z)^2}, \]

where \( z \) is the tip-sample separation, and \( a \) is the transition width, on the order of 100 nm. As can been seen, when the tip-sample separation is on the order of 100 nm, the force gradient decays slower than the electrostatic and van der Waals forces. Due to the often unknown tip moment distribution and different nature of the sample domain walls, there is no universal law relating the magnetic force (force gradient) to the tip-sample separation.

With a small bias voltage \( U \) and a sharp tip, the van der Waals force gradient and the electrostatic force gradient can be much smaller than the magnetic force gradient, and the magnetic interaction can be dominant even at small tip-sample separations (20 nm).
To generate a magnetic image, MFM can be operated in a constant frequency shift mode [20], a tapping/lift mode [40] or a constant height mode.

- **Constant frequency shift mode**

As shown in Fig. 2.3 (a), in the constant frequency shift mode, the image is generated by maintaining a constant cantilever resonance frequency shift by adjusting the tip-sample separation, i.e.,

\[ F_{total}' = F_{mag}' + F_{elec}' + F_{van}' = const, \tag{2.9} \]

and the magnetic image is therefore the contours of force gradient.

The magnetic force between the tip and sample can be attractive or repulsive. To stabilize the feedback, the relation between the force (force gradient) and the tip-sample separation needs to be monotonic. To fulfil this, a dc voltage needs to be applied between the tip and sample to provide a servo force, even though van der Waals forces occasionally can be used as a servo force as the tip becomes blunt. For a flat surface, the observed contrast will mainly come from the magnetic interaction. However, if the surface is not flat, the obtained image will certainly be a convolution of the magnetic contrast with the topography. By applying an AC voltage between the tip and sample, topography and magnetic contrast however can be partially separated by using electrostatic force gradient as feedback signal [41].

- **Tapping/lift mode**

Tapping/lift mode is a very elegant method developed by Digital Instruments [40]. In this mode, the magnetic contrast and the topography can be nicely separated. As shown in diagram Fig. 2.3 (b), the sample is scanned twice: the sample’s topography is obtained in the tapping mode scan using the cantilever oscillation amplitude as feedback. Magnetic contrast is subsequently obtained in the lift mode scan by monitoring the cantilever’s frequency or the phase shift upon rescanning the previously measured topography with a user controlled height offset, \( h \).
Figure 2.3: Schematic diagrams of the different operating modes: (a) constant frequency shift mode. The feedback loop maintains the resonance frequency at a constant value (eq. 2.9) by adjusting the tip-sample separation; (b) tapping/lift mode, tapping scan is used to obtain the sample’s topography, while the lift scan follows the topography with a lift height $h$ (dashed line). The clean separation of topography signal and magnetic signal can be obtained; (c) constant height mode. The tip flies in a plane above the surface.
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- Constant height mode

The constant height image can be obtained by directly monitoring the frequency signal in the constant frequency shift mode while using a fast scan speed. However, there will still be a strong convolution between topography and magnetic signal as a bias voltage $U$ is applied between the tip and sample, especially while imaging non-flat samples.

A constant height mode scan can also be performed as follows. Instead of tracking the sample’s topography, the tip is scanned across the surface at a predetermined constant height while the cantilever frequency shift is monitored. Unavoidable sample tilt is compensated by tilt correction hardware. A zero or small bias voltage to compensate the work function difference between tip and sample is applied while acquiring magnetic data. This minimizes electrostatic contributions to image contrast. By using this technique, magnetic contrast can be obtained even when the tip is as close as 20 nm to the sample with minimal topography cross-talk. This mode of imaging has the best signal to noise ratio (no feedback noise) and the potential of increased scan speeds.

2.2 Instrumentation

During this thesis, three different microscopes have been used to obtain magnetic images: two commercial systems (BioScope and MultiMode from Digital Instruments) and one custom built vacuum magnetic force microscope (VMFM). The BioScope and MultiMode are operated in the tapping/lift mode to obtain magnetic and topography images simultaneously. The VMFM is operated in the constant frequency shift and constant height modes. In the following, the instrumentation of the VMFM will be presented. Details about the system can be found in previous theses from our group [37,42]. My research has focused upon maintaining and updating the VMFM to achieve higher sensitivity, and to use it to study magnetization reversal of small magnetic elements.
We use the FM technique to directly measure the cantilever resonance frequency shift with a PLL. Fig. 2.4 shows a block diagram of the setup. During imaging, the cantilever beam is oscillated at its resonance frequency with an amplitude $A$, while the sample is raster scanned by a pizeotube scanner with respect to the cantilever. A optic fiber interferometer is used to detect cantilever deflections, and the PLL is used to decode its frequency. The frequency shift signal obtained by the PLL can be maintained constant through a feedback loop by varying the tip-sample separation. This leads to the acquisition of contours of constant force gradient. As an alternative, images can also be obtained in the constant height mode.

The microscope together with damping plates, indicated in the dashed line in Fig. 2.4, sits inside a vacuum chamber with a base pressure of $5.0 \times 10^{-6}$ Torr. The vacuum environment increases the cantilever’s quality factor and reduces the acoustic noise. The whole vacuum chamber sits on an optical table to isolate it from floor vibrations. The microscope head, which includes the force and deflection sensor, is

---

$^1$The oscillation amplitude $A$ is defined by half of the peak to peak amplitude all through the thesis, unless otherwise specified.
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kinematically mounted onto the base which houses the sample pizeo scanner. Three micrometer screws are used to perform coarse and fine approaches. The piezo scanner is two inches long, leading to a maximum lateral scan size in x-y of 120 $\mu$m and a vertical scan range, $z$, of 9 $\mu$m with the applied voltage of $\pm 300$ V. The scanner is mounted on an orthogonal pair of piezo walkers which provide x-y motion of the sample with a range of $\pm 5$ mm.

2.2.1 Force Sensor

The force sensor is the most crucial part of the MFM. We use thin film coated tips as our force sensors. The cantilevers used are commercially made by NanoSensors [43] and MikroMasch [44]. Figure 2.5 shows a scanning electron microscopy image and a transmission electron microscopy (TEM) image of a cantilever from MikroMasch [44]. The tip has a pyramidal shape with a height of 10 $\mu$m. The tip radius is 10-15 nm with the facet angle of about 15°.

The optimum properties of the magnetic tip coating is a tradeoff between a large signal to noise ratio and the magnitude of the tip stray field which can induce irreversible distortions of the sample’s magnetic structures. A large moment tip can achieve a large signal to noise ratio, but also tends to have a big tip stray field. Tailoring the magnetic moment of the probe was achieved by coating different materials at various thicknesses. We coated cantilevers with Co, Co$_{80}$Cr$_{20}$, Co$_{71}$Pt$_{12}$Cr$_{17}$, Ni$_{81}$Fe$_{19}$, Fe, and Ni$_{50}$Co$_{50}$ by sputtering or thermal evaporation. The outside of the film is usually coated with a 5 nm of gold to protect the magnetic layer from oxidation. The probe is magnetized along its $z$ axis in a $10^4$ Oe field prior to the experiments.

The spring constant of the cantilever is a very important parameter of the force sensor. The detected magnetic force (force gradient) is small. Thus soft cantilevers have better sensitivity, but are more susceptible to being snapped into the sample for the cantilever spring constant smaller than the force gradient. Furthermore, soft cantilevers are not suitable for tapping scans at ambient conditions if the experiment
is to be performed in tapping/lift mode. The cantilevers we used in our experiments have typical spring constants of 0.01 to 2 N/m and resonant frequencies of 10 kHz to 150 kHz. The spring constants of the cantilevers are calibrated by a geometry method, based on the measured plane dimensions of the lever (length and width), the resonant frequency and quality factor [45], which can be express as,

$$k_{cb} = 0.1906 \rho_f w^2 l Q_f \Gamma_i(\omega_f) \omega_f^2,$$

where $\rho_f$ is the density of the fluid (1.18 kg/m$^3$ in air), $Q_f$ is the quality factor in fluid (air), $\Gamma_i(\omega_f)$ is the imaginary components of hydrodynamic function $\Gamma$ [46], $w$ is the width of the cantilever and $l$ is the length of the cantilever.

### 2.2.2 Deflection Sensor

There are different ways to detect the deflection of a cantilever beam [47]. Among the optical methods, beam deflection and interferometry are commonly used due to their high sensitivity and ease of implementation. Fig. 2.6 shows schematic diagrams of the beam deflection method and the interferometer method. In our Multimode NanoScope, the beam deflection technique is used, while in the home built system, an interferometry technique was adopted (originally described by Rugar et al. [48]).

In our interferometer deflection sensor, the laser light is guided through a 125 $\mu$m diameter fiber with a core size of 5 $\mu$m into a 50/50 bi-directional coupler. The fiber
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end close to the cantilever is cleaved, reflecting 4% of the light intensity back into the fiber at the fiber/air interface with an intensity $I_1$. This beam will interfere with the light beam $I_2$ reflected into the fiber from the cantilever beam. The total intensity $I$ of the light at the photodiode is then fiber-cantilever separation dependent. If the experiment is operated at the most sensitive cantilever fiber separation of $n\lambda/4+\lambda/8$, where $n$ is an integer, the cantilever deflection can be quantitatively obtained by

$$\delta a = \frac{\lambda}{2\pi} sin^{-1}\frac{\delta I}{\delta I_{\text{max}}},$$  \hspace{1cm} (2.11)

where $a$ the fiber-cantilever separation, $\lambda$ is the light wavelength, 785 nm, and $\delta I_{\text{max}}$ is the maximal intensity change between constructive and destructive interference. During experiments, the separation of the fiber to the cantilever backside is less than 5 $\mu$m to minimize the laser phase noise.

2.2.3 Phase Locked Loop

A PLL is used to directly monitor the cantilever’s resonance frequency shift [50]. Two different phase locked loops have been used, one is analog [37] while the other one is digital from NanoSurf [51]. The analog one has a large bandwidth of 10 kHz, while the digital one has selectable frequency windows of 183.3, 366.7, 733.3 and 1466.7 Hz.
2.2.4 Electromagnets

Two pairs of \textit{in-situ} electromagnets are used to apply in plane magnetic fields along the \(x\) and \(y\) direction, as shown in Figure 2.7.\(^1\)

2.3 Noise Analysis and Sensitivity

2.3.1 Sensitivity of vacuum magnetic force microscopy

Thermal energy will induce Brownian motion of the cantilever. Treating the cantilever as an isolated one dimensional harmonic oscillator, which has two degrees of freedom, the total thermal energy will be \(k_B T\). The RMS noise of the lever can then be written

\[^1\text{The electromagnet is composed of soft iron bars with a diameter of}\ 1/2''\text{, an air gap of}\ 1/2''\text{; the end of the bar is tapered to}\ 45^\circ\text{. There are}\ 4,000\text{ turns of insulated copper wires wound on each bar. The center of the air gap can achieve}\ 1000\text{ Oe while applying}\ 250\text{ mA current. The field in the scanned area, typically less than}\ 100\mu\text{m is very homogenous. The field is measured with a Hall probe, which is calibrated with a calibrated Gaussmeter. The electromagnet produce negligible heat while applying}\ 50\text{ mA current to the electromagnets, however it will produce heat considerably while applying}\ 250\text{ mA in vacuum, which can induce cantilever drift.}\]
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as,

\[ < \delta a^2 >^{1/2} = \left[ \frac{4k_B T B}{k_c \omega_0} \frac{Q}{Q^2(1 - \omega^2/\omega_0^2)^2 + \omega^2/\omega_0^2} \right]^{1/2}, \]  \tag{2.12}

where \( T \) is the absolute temperature, \( \omega_0 \) is the resonance frequency of the cantilever, \( k_B \) is Boltzmann’s constant, \( k_c \) is the spring constant of the cantilever, \( Q \) is the quality factor of the cantilever, and \( B \) is the bandwidth.

For an ideal MFM system, the sensitivity should be limited by cantilever thermal noise. The minimal detectable frequency shift is then \[34],

\[ f_{min}' = \frac{1}{A_0} \left( \frac{A_0 k_c k_B T B}{\omega_0 Q} \right)^{1/2}, \]  \tag{2.13}

where \( A_0 \) is the mean-square root amplitude of the cantilever oscillation amplitude, and \( B \) is the bandwidth.

Ideally, it is possible to tailor all the parameters such as \( A_0, Q, T \), to achieve high sensitivity measurements. However, for a real system, there are other noise sources such as environmental vibration noise, deflection sensor noise, preamplifier Johnson noise, transducer (Bimorph) noise, feedback noise, electronic \( 1/f \) noise, back action forces on the cantilever from deflection sensor, or even Heisenberg noise (uncertainty of cantilever position). In some circumstance, it is not the cantilever thermal noise but these noises that determines the MFM sensitivity. Detailed discussion of these noise contributions can be found in the literature \[47,49,52]\.

Under ambient conditions or in vacuum, thermal noise of the cantilever near resonance usually is a few orders of magnitude larger than other noise sources. Thermal noise limited sensitivity can thus be achieved in a well designed system. To determine the sensitivity of our system, we perform ‘empty’ scans, which are similar to a normal scan, however, there is no sample close to the tip. The cantilever frequency signal, decoded by the PLL, is acquired with the data acquisition system. Fig. 2.8 shows the frequency histograms of two recorded images at two different cantilever oscillation amplitudes. Each image has 128 by 128 pixels, and each was acquired in
two minutes. As expected, the standard deviation of the frequency signal is small (0.05 Hz) for large oscillation amplitudes (25 nm), while it is large (1.32 Hz) for small oscillation amplitudes (1 nm). Fig 2.9 shows the plots of the frequency RMS noise as a function of the oscillation amplitude. Solid dots were decoded by a digital PLL [51], while the empty dots were taken by an analog PLL [50]. The frequency noise of the digital PLL can be fitted by

\[ f_{rms} = cA^{-0.97 \pm 0.03} \]  

(2.14)

which is in excellent agreement with the theoretical prediction (Eq. 2.13). The minimal detectable force gradient is about \(1 \times 10^{-6}\) N/m with an oscillation amplitude of 25 nm.

This agreement with theoretical expectations indicates that the sensitivity of our microscope is thermally limited while performing regular MFM imaging. This is not surprising, since the thermal noise at room temperature is usually orders of magnitude higher than other noise sources, such as deflection sensor noise. A deviation from the thermal noise limited sensitivity can appear when other noise sources are dominant. For example, when we use the analog PLL to decode the frequency signal,
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Figure 2.9: RMS noise of the frequency signal as a function of the cantilever oscillation amplitude. Solid dots: digital PLL, Open dots: analog PLL. The solid line is a best fit to DPLL data by equation $y = cx^{-0.97\pm0.03}$ with $c = 1.18 \pm 0.10$. Cantilever: $k_c = 0.7 \pm 0.1\text{N/m}$, $f_0 = 64.49\text{ kHz}$, $Q=3100$. 1 Hz corresponds to $2 \times 10^{-5}\text{N/m}$.
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Figure 2.10: The sensitivity at different pressures. Cantilever: $k_{cb} = 1.3 \pm 0.2 \text{N/m}$, $f_0 = 60.849 \text{ kHz}$. Analog PLL was used. The data can be fitted to $A^{-0.94 \pm 0.07}$ in air, $A^{-1.0 \pm 0.06}$ for $P = 9.0 \times 10^{-1}$ Torr and $A^{-0.88 \pm 0.06}$ for $P = 6.0 \times 10^{-5}$ Torr, respectively.

the frequency noise is saturated at large cantilever oscillation amplitude (>10 nm), as shown in the open dots in Fig 2.9. This can be understood when comparing the two PLLs: the analog one has a much larger bandwidth than the digital one, which results in larger electronic noise. The deviation shows up prominently at low temperatures, when the thermal noise is largely suppressed. Roseman demonstrated that his low temperature MFM is optical shot noise limited when using the analog PLL [49].

2.3.2 Sensitivity Improvement

To fundamentally increase the sensitivity, one needs to choose a proper cantilever, to use large oscillation amplitudes, to work in vacuum, or to cool down the temperature as low as possible.

- Increasing the cantilever oscillation amplitude $A$
The signal to noise ratio can be increased by increasing the cantilever oscillation amplitude, as shown in Fig. 2.9. For MFM imaging, we find that it is reasonable to oscillate the cantilever amplitude on the order of 10 to 50 nm for standard commercial MFM cantilevers.

• Operating in the vacuum

The direct consequence of operating the MFM in a vacuum is to increase the Q-factor of the cantilever, thus decreasing the thermal noise off resonance. The sensitivity improvement can be demonstrated in Fig. 2.10. The frequency noise as a function of the cantilever oscillation amplitude is plotted for three different conditions: in atmosphere, at a pressure of \(9 \times 10^{-1}\) Torr, and at \(6 \times 10^{-5}\) Torr. As pressure goes down, the curve shifts to the left, a result of the improvement in sensitivity. All data show an \(A^{-\alpha}\) drop with \(\alpha\) of 0.9 to 1, as expected. However, for a fixed \(A\), we found that the sensitivity improvement cannot be fitted by \(Q^{-1/2}\), and there is a crossover to domination by the analog PLL electronic noise easily observable in vacuum.

• Decreasing the ratio of \(k_{cb}/\omega_0 Q\).

As the cantilever thickness is on the order of micrometers, the Q-factor of the cantilever is still determined by bulk parameters. Only for thinner silicon cantilevers do surface effects play a role. Therefore, reducing the value of \(k_{cb}/f_0\) can increase the sensitivity.

For rectangular cantilevers, the cantilever spring constant can be written as

\[
k_{cb} = \frac{Ewt^3}{4l^3},
\]

and the cantilever resonance frequency can be written as,

\[
f_0 = 0.162 \frac{t}{l^2} \left(\frac{EG}{\rho}\right)^{1/2},
\]

where \(E\) is the modulus of elasticity, \(w\) is the cantilever width, \(l\) is the cantilever length, \(t\) is the cantilever thickness, \(\rho\) is the mass density. Therefore,

\[
k_{cb}/f_0 \approx wt^2/l.
\]
The sensitivity can be increased by using narrower, thinner and longer cantilevers. This can only be done by custom micromachining. For very thin cantilevers (< 100 nm), surface passivation needs to be done to optimize Q. However, based on Eq. 2.16, the resonance frequency will be smaller if a thinner, narrower, and longer cantilever is used, and it can be an undesirable factor for a real experiment, as other noise sources will have more contribution to the total noise at low frequency. One needs to optimize these two parameters (thermal noise limited sensitivity and resonance frequency) according to a real system.

- Operating at low temperature

Operating the system at low temperature can substantially suppress the thermal noise. Usually at low temperatures, thermal noise is not the main noise contribution, even though the thermal peak still can be observed. Great care must be taken to minimize contribution by other noise sources such as vibrations and deflection sensor shot noise [53].

2.4 Some Examples

2.4.1 Magnetic force microscopy imaging

MFM is a tool used to obtain the domain patterns of magnetic samples. The stray field or field gradient close to the domain wall is different to that inside a domain. By mapping the stray field or field gradient, the magnetic domain structures can be obtained. Fig 2.11 show two typical domain patterns in 20 μm permalloy square samples and their corresponding patterns obtained by micromagnetic simulation.

Fig 2.12 shows the domain structures in an iron whisker sample. The Bloch walls (black or white lines in the scanned area) can be revealed. On both sides of the wall, the magnetic moments are antiparallel to each other with moments aligned in the plane, and the Bloch wall is a transition area through which the moment direction

\[1\] The sample was supplied by Bret Heinrich of Simon Fraser University.
2.4 Some Examples

Figure 2.11: (a) and (b) MFM images of two 20 µm permalloy square with thickness of 20 nm. The domain patterns form flux closure structures with seven domains and four domains respectively. Tip: 15 nm Co$_{71}$Pt$_{12}$Cr$_{17}$, in constant frequency shift mode. Besides the domain patterns, the topography contrast also appears in the images. The images were differentiated along the fast scan direction to enhance the contrast. (c) and (d) magnetic moment patterns obtained by micromagnetic simulation. The simulation size has the same dimension as the real sample, but the unit cell was chosen to be 25$^3$nm$^3$, much larger than the exchange length of permalloy sample, 10 nm, limited by the capability of the computer memory. The micromagnetic simulations still show similar patterns as the experiments.
Figure 2.12: (a) The Bloch walls in an iron whisker sample, scan size: 100µm × 25µm, constant frequency shift mode in vacuum; parabolic background is from the x-z coupling of the piezotube scanner; (b) and (c) typical line scans across the Bloch walls. Constant height mode scan. Tip: $f_0= 40.4$ kHz, $k_{cb}= 0.13$ N/m, tip coating: 30 nm Co$_{71}$Pt$_{12}$Cr$_{17}$, tip sample separation: 100 nm, oscillation amplitude: 10 nm.

gradually rotates 180 degree from one side to the other. The average magnetic moments inside the wall can point out of or into the plane. As a consequence, the MFM tip will feel an attractive or repulsive force on the walls depending on their polarities. Typical scan lines across both walls are shown in Fig 2.12 (b) and (c). When the wall moment direction is the same as the tip moment direction, the tip will feel an attractive force (force gradient) and the cantilever resonance frequency will become smaller. The opposite happens when the magnetic moment direction of the wall is antiparallel to the tip’s; the MFM tip will feel a repulsive force. Bloch wall segments with different polarities are not aligned in a straight line, instead, they are kinked (Bloch line). The appearance of the kink and Bloch lines can help reduce the wall magnetostatic (stray field) energy [16].
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Figure 2.13: Force distance curves on two different Ni dots: one has a magnetic moment direction opposite to the tip stray field, while the other has the moment direction parallel to the MFM tip. By performing force spectroscopy, these different magnetic states can be identified. The MFM images of the dots is shown in the inset, and the dots are circled for clarity. Raw data were shown.

2.4.2 Force Spectroscopy Imaging

MFM is not just a tool to perform domain imaging. Force spectroscopy imaging can be performed to clarify the nature of interactions. Fig 2.13 shows such an example. The inset of Fig 2.13 shows an MFM image of Ni dots.\(^1\) One dot shows dark contrast, another one shows bright contrast. This relative contrast cannot indicate the moment states of the dots, since an MFM image is a two dimensional contour of force gradient. However, force distance curves show that the interaction between the black dot and the tip is repulsive, while it is attractive between the tip and the white dot. This result indicates that one dot has the moment direction parallel to the MFM tip, while the other is antiparallel.

\(^1\)Ni dot arrays with a dot diameter of 50 nm and 30 nm thickness were prepared with a nonlithographic technique utilizing a highly ordered anodized aluminum oxide porous membrane as a template, supplied by Jimmy Xu and Jianyu Liang (Brown University). Details about the preparation can be found in the paper by Liang [13].
2.5 Tip Induced Distortion on Large Sample

MFM monitors the magnetic force or force gradient between the tip and sample, which is determined by both the tip and sample moment distribution. However, during MFM imaging, the tip and sample can be very close to each other, therefore the presence of the tip stray field (sample stray field) can potentially change the sample (tip moment) distribution. Such distortion can be extremely severe if either the tip or the sample is magnetically soft. Grütter et al. have demonstrated that the stray field of magnetic tracks from longitudinal recording disks can completely reverse the NiFe thin film tip moment direction [54]. In most cases, it is however the MFM tip stray field that disturbs the sample magnetic state, especially while studying magnetically soft samples [55,56].

Undisturbed force gradient images can only be obtained when a very low magnetic moment tip is used. However, the direct consequence of using such low moment tips is a reduction of the measurable magnetic signal. The smallest usable tip moment is limited by the sensitivity of the MFM system.

2.5.1 Reversible Distortions

The MFM tip stray field distortion can be reversible or irreversible. The MFM tip stray field can locally, reversibly oscillate domain walls or locally magnetize the sample. Fig 2.14 shows such an example. Fig 2.14 (a) shows a domain image at large tip-sample separation, while Fig 2.14 (b) shows the image at a closer separation. Close scanning leads to much better spatial resolution, and a fine domain structure can be seen clearly. However, the distortion is also obvious, as some domain walls become curved and highly localized domain wall displacements, as sketched in the image, can be observed. As the tip-sample separation becomes larger, the domain structure reverts back to (a).

The MFM tip stray field can locally magnetize the sample, which can be demonstrated by measuring the force distance curve on a whisker sample (Fig 2.15). There
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Figure 2.14: MFM image of Permalloy square: (a) large tip-sample separation (200 nm), (b) small tip-sample separation (50 nm). Constant height image; tip: 50 nm CoPtCr; Q=42,000; $f_0$=63.183 kHz.

Figure 2.15: Cantilever frequency shift versus the tip and sample separation. Sample: iron whisker; tip: 30 nm CoPtCr; $f_0$=40.4 kHz, $k,b=0.13$ N/m. The MFM tip stray field can reversibly rotate the magnetic moment underneath the tip. The cantilever frequency shift as a function of tip-sample separation. Black dots and white dots were taken at different location of the sample.
is a strong long range attractive interaction between the tip and sample, even when
the tip-sample separation is as large as 300 nm. This interaction is magnetic in ori-
gin, since the van der waals force and electrostatic force\(^1\) are extremely small at such
tip-sample separations. The existence of strong attractive interactions can also be
demonstrated by the fact that the constant frequency shift mode imaging can be
performed at zero bias voltage, even though there are two different polarities of the
Bloch walls (Fig 2.12). Since the whisker sample is magnetically extremely soft, the
attractive interaction is due to the MFM tip locally rotating the moment direction
underneath the tip. Such phenomena are not detectable on magnetically hard sam-

dles, and are not obvious in thin films (< 50nm). For magnetically hard samples, the
tip stray field cannot overcome the local coercivity. For thin films (even magnetically
soft), the contribution of the attractive interaction is small due to the small volume
and shape anisotropy. By fitting the force-distance curve in Fig. 2.15, we found a
power law relationship between the frequency shift and tip-sample separation:

\[ \delta f \sim d^{-1.8\pm0.1}. \]  

\(^1\)Small bias voltage was applied to to compensate the work function difference
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The relationship cannot be explained by existing theory [57]. To fully understand this relationship, one needs to know the tip stray field and its distribution, as well as the local susceptibility. From a micromagnetic simulation point of view, one needs to minimize the total energy including the anisotropy energy, exchange energy, magnetostatic energy, and Zeeman energy in the presence of an inhomogeneous tip stray field.

The reversible distortion can also be demonstrated with a final example: reversible magnetization of domain walls. If a magnetic field has the same direction as the moment direction of the wall, the thickness of the wall will grow. An opposite field will lead to a reduction of the wall width. We perform line scans across the Bloch wall separately with different polarities (Fig. 2.12 (b) and (c)) as a function tip-sample separation (Fig 2.16 (a)). As the width of the line scan profile should be directly proportional to the wall thickness, we plot the full width at half maximum (FWHM) of the profile in Fig. 2.16 (b). The width of a wall with a moment direction opposite to the tip moment direction is thinner than that of a wall with moment parallel to the tip moment. Potentially, one should be able to quantify the tip stray field by combining micromagnetic simulations with this experimental data. In passing, it is worthwhile pointing out that analyzing reversible tip induced sample distortions to characterize local sample magnetic parameters is still at its infancy and could be explored more in the future.

2.5.2 Irreversible Distortion

The MFM tip stray field can not only reversibly change the sample’s moment direction, but it can also lead to an irreversible change in the sample’s magnetic structure. A wall will move if the tip stray field is bigger than its local pinning potential. If the wall is moved to a new local energy minima in this process, the wall will not return to the original position even when the tip stray field is removed. Such irreversible distortions are observed rather often if large moment tips are used.
Figure 2.17: Magnetic domain structures acquired at three different tip-sample separations: (a) far; (b) close; (c) far. The MFM tip stray field irreversibly moved the domain wall during the second scan. Tip: 20 nm Fe, $f_0 = 67.78$ kHz, $Q = 36,000$, $k=1.5$ N/m, $P = 6.7 \times 10^{-5}$ Torr. Constant frequency shift mode. Square box in the images marks a dust particle using as a marker. The arrows point to a large change of the position of a wall.

Figure 2.18: MFM image (a) Bloch wall at large the large tip-sample separation (120 nm); (b) for small tip-sample separation (30 nm). Scan size: $1 \mu m$. Tip: 50 nm Co$_{71}$Pt$_{12}$Cr$_{17}$, $Q=3,000$, $k_{cb}=0.13$ N/m, $f_0=40.699$ kHz, $A=4$ nm. Constant height mode imaging.
Fig. 2.17 shows three consecutive scans on a Permalloy square. The images were taken in the constant frequency shift mode, so the absolute value of the tip-sample separation is unknown. However, the second scan has a larger frequency shift set point than the other two – the tip is thus closer to the sample during the second scan. We observe that the tip moves the domain wall during the second scan. Comparing the images of Fig 2.17 (a) and Fig. 2.17 (c), it can easily be concluded that the domain wall was irreversibly moved by the tip stray field.

Fig. 2.18 shows two images at different tip-sample separations on the Bloch walls of a iron whisker sample. In Fig. 2.18 (a), the Bloch line and the kink of the domain wall can be clearly seen. At a small tip-sample separation, the tip stray field induces the Bloch line jumps as indicated by the arrows. As a consequence, the antiparallel wall segments (dark contrast) disappear from the field of view, and the orientation of the wall also changed (the kink disappears).

2.6 Summary

- The sensitivity of the magnetic force microscopy is demonstrated to be thermally limited. The sensitivity is largely improved by using larger oscillation amplitude of the cantilever, using a digital PLL, and operating in vacuum.

- MFM tip stray field can reversibly or irreversibly rotate the magnetization state of a two dimensional sample depending on the tip-sample separation, local pinning potential of domain wall and the stray field of the MFM tip.
This chapter presents the versatility of magnetic force microscopy to study the magnetic structures of nanoparticles: imaging, manipulation, and spectroscopy. The MFM tip stray field can not only locally irreversibly change the magnetic state of an individual magnetic particle, but it can also be used to manipulate this state. Controlling of the tip stray field induced distortion can be achieved by using an appropriate tip coating and tip-sample separation. Spectroscopy is performed by measuring the force gradient as a function of tip sample separation. This MFM operation mode can also be performed in the presence of a magnetic field, which allows the characterization of the magnetic switching behavior of individual elements. Imaging in the presence of external fields can be used to characterize the switching field of the elements. In the following, the general characteristics and implementation of these methods especially when applied to small magnetic particles will be described, and application of using these techniques to study elongated submicron and sub 100 nm Permalloy (Ni\textsubscript{81}Fe\textsubscript{19}) elements is presented.

3.1 Imaging of Nanomagnets

If the size of a magnetic element is below a certain critical value ($R_c$ in the Eq. 1.1), a domain wall will not form and the most stable state is then uniformly magnetized state. Such critical value varies as a function of the materials. For Permalloy, the critical size is about 100 nm. However, for elongated elements with large aspect
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Figure 3.1: (a) The moment distribution in a 300 nm × 150 nm with 5 nm thick permalloy (Ni$_{81}$Fe$_{19}$) particle, obtained by micromagnetic simulation with unit cell size of 5 nm. There is no domain wall inside of the element. (b) Stray field distribution of the nanoparticle at the plane 40 nm above the particle, bright and dark contrasts correspond to the south and north pole; (c) Stray field gradient distribution at the same plane as (b), which shows similar contrast. However, the contrast is more localized.

ratios, even though the element size is still larger than the critical size, due to shape anisotropy, the magnetic moments align along the long axis, thus forming a single domain state. Fig 3.1 show the magnetic moment configuration inside a Permalloy element of size 300 nm × 150 nm × 5 nm,\(^1\) obtained by micromagnetic simulation. As shown in Fig. 3.1 (a), all the magnetic moments align along the long axis with a little curling close to the edge. This curving of the moment at the edge is the result of the inhomogeneous demagnetizing field. Fig 3.1 (b) and (c) show the stray field and stray field gradient in a plane 40 nm above the element. If the MFM tip is an infinite long dipole, Fig 3.1 (c) should be equivalent to an MFM image.

However, a real MFM image can never be the same as Fig. 3.1(c) due to the MFM tip’s convolution and other forces besides the magnetic interaction involved. In the previous chapter, the basic operating modes, such as constant frequency shift mode, tapping/lift mode and constant height mode, have been discussed. Different operating modes can lead to different levels of convolution between topography and

\(^1\)The element size is defined by $\text{Length} \times \text{Width} \times \text{Thickness}$.
Figure 3.2: Three images of different frequency shift set points: (a) small frequency shift (80 Hz), (b) medium frequency shift (87 Hz), (c) Large frequency shift (120 Hz). $\delta z \sim 25 \text{ nm}$ for (a) $\rightarrow$ (b), and $\Delta z \sim 20 \text{ nm}$ for (b) $\rightarrow$ (c). For small frequency shifts, corresponding to large tip-sample separation, the frequency shift mainly comes from magnetic interactions, and single domain structures can be observed. For medium frequency shifts, the single domain structures are not obvious. For large frequency shifts, mainly topography contrast appears. An array of $800 \text{nm} \times 200 \text{nm} \times 30 \text{nm}$ permalloy particles, Tip: $50 \text{ nm Ni}_{50}\text{Co}_{50}$. Bias voltage: $U=2.5 \text{ V}$.

magnetic signal.

The constant frequency shift mode is the worst one, since the applied bias voltage (used to achieve stable feedback operation) magnifies the topography signal due to the strong electrostatic force gradient present. As a result, the observed contrast depends both on the bias voltage and the set point of the cantilever resonance frequency $f_0'$, maintained by the feedback loop. Fig 3.2 shows such an example. Due to shape anisotropy, the magnetic elements form single domain states with magnetic moments lying along the long axis. For a small frequency set point, giving rise to a large tip-sample separation, the bipolar contrasts associated with the single domain states (Fig 3.2 (a)) (black and white) can be observed, while for a large set point, i.e. a small tip-sample separation, the bipolar contrast is gone, and only the topography contrast appears, as shown in Fig 3.2 (c). For a medium set point, the observed contrast (Fig 3.2 (b)) is a mixture of (a) and (c). Magnetic and electrostatic interactions are both long range forces, the magnetic interaction however decays more slowly. For large tip-sample separations (on the order of a few hundred nanometers), the magnetic interaction is dominant, and the observed contrast is magnetic [20].
However, as the tip-sample separation becomes smaller, the electrostatic force plays a significant role, and leads to a strong convolution between topography and magnetic signal. In general, to observe magnetic contrast, the set point (the frequency shift setting) should be small as the electrostatic interaction is optimized (stable feedback versus minimal tip sample crosstalk), or the tip moment needs to be large, i.e., etched magnetic wire or thick coating, making the magnetic signal dominate over the electrostatic one. However, the consequence of using a large magnetic moment tip is to potentially irreversibly change the sample magnetic state, while the drawback of choosing a small set point (i.e., a large tip-sample separation) is that it leads to a weak magnetic signal and poor spatial resolution. For example, Fig 3.3 (a) shows an MFM image of a permalloy dot array with the element size of 715 nm × 148 nm × 50 nm, taken from reference [58]. Even though the bipolar contrast is observable, the signal to noise ratio is low, and the spatial resolution is poor.

The tapping/lift mode and the constant height mode can separate the magnetic signal from topography. In the constant height mode, the tip flies above the sample at a constant height (see Fig. 2.3(c)). For a small bias voltage with a sharp MFM tip, even if the topography is not flat, with moderate tip-sample separation (50 nm), the electrostatic force and the van der Waals force gradient can be very small, on the order of $10^{-6}\text{N/m}$, which is very close to the minimal detectable signal of our MFM. The magnetic force gradient however can be much larger than the van der Waals and the electrostatic force gradient for a proper magnetic moment tip at moderate or even small (20-30 nm) tip-sample separation, and the observed contrast is then magnetic. Fig. 3.3 (b) shows an MFM image of an array with a particle size of 240 nm × 90 nm × 10 nm. Compared to Fig. 3.3 (a), both the signal to noise ratio and the spatial resolution are substantially increased.

In the literature [12, 30, 31, 59–62], the tapping/lift mode has been widely used as it is implemented on all commercial MFMs due to its attractive feature of obtaining topography and magnetic signal simultaneously. However, both experimental results...
and simulation indicate [63] that there is only a very narrow margin of operation that can be used for tapping mode scan where small forces act on the tip, i.e. attractive mode. Beyond that operational window, force and power dissipation are very substantial, and the MFM tip does not remain sharp for a long period of time. Under ambient conditions, a water layer and other contaminations on the surface can make this even worse. Another disadvantage of using tapping/lift mode is that it has the potential to irreversibly change the sample magnetic state during tapping, as will be shown later in section 3.3.1. This is because during tapping the tip is very close to the sample and can apply a substantial field to the sample.

### 3.2 Characteristic of MFM Tip Stray Field

MFM does not have a good history of directly quantifying sample magnetic moments due to the unknown tip stray field and the potential of tip and sample mutual dis-
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Figure 3.4: Calculated tip stray field of a low moment tip as a function of lateral distance $r$ and at different $z$, indicated in the inset; solid line: $z=100$ nm, dash line: $z=50$ nm, dash dot dot line: $z=20$ nm. Tip: 30 nm Co$_{71}$Pt$_{12}$Cr$_{17}$. The tip is schematically shown in the inset.

tortion. Therefore it is crucial to quantify the tip stray field and to study the effects of MFM tip stray field induced distortion of a sample’s magnetic state. Recently, the tip’s stray field has been quantified by sophisticated techniques, such as micro-Hall sensors [64], Lorentz electron tomography [65], and electron holography [66]. The tip stray field can also be obtained by quantitative calibrated MFM [67]. It is found that model calculations seem to give a reasonable estimate of the tip stray field [20]. In our model calculation, we assume the tip has a conical geometry, and the coated magnetic material forms a conical shell around the tip, as shown in the inset of Fig. 3.4. The cone half angles of the silicon tip before and after coating are both $17^\circ$. The radius of the silicon tip $r_0$ is 10 nm, while the radius of the coated tip $R$ is assumed to be half of the total of the silicon tip radius and the coating thickness, which leads to equal thickness of coating. The tip is magnetized along the $z$ direction in a field of $10^4$ Oe, and the tip moment is assumed to be aligned along the $z$ axis. The saturation magnetization of the coating material is 450, 800, 1000 emu/cm$^3$ for Co$_{71}$Pt$_{12}$Cr$_{17}$,
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Table 3.1: A list of tip stray field and field decays for some tips at $z=20 \text{ nm}$. $H_{z}^{\text{max}}$ and $H_{r}^{\text{max}}$ are the maximum value of the tip stray field strength for the $z$ and radial components respectively. $R_{\text{eff}}(z)$ and $R_{\text{eff}}(r)$ are the decay length for both $z$ and radial components.

<table>
<thead>
<tr>
<th>Tip coating</th>
<th>Co$<em>{71}$Pt$</em>{12}$Cr$_{17}$</th>
<th>Co$<em>{71}$Pt$</em>{12}$Cr$_{17}$</th>
<th>Co$<em>{71}$Pt$</em>{12}$Cr$_{17}$</th>
<th>Ni$<em>{81}$Fe$</em>{19}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness (nm)</td>
<td>15</td>
<td>30</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>$H_{z}^{\text{max}}$ (Oe)</td>
<td>280</td>
<td>360</td>
<td>460</td>
<td>900</td>
</tr>
<tr>
<td>$R_{\text{eff}}(z)$ (nm)</td>
<td>60</td>
<td>100</td>
<td>130</td>
<td>150</td>
</tr>
<tr>
<td>$H_{r}^{\text{max}}$ (Oe)</td>
<td>60</td>
<td>120</td>
<td>160</td>
<td>320</td>
</tr>
<tr>
<td>$R_{\text{eff}}(r)$ (nm)</td>
<td>240</td>
<td>280</td>
<td>400</td>
<td>420</td>
</tr>
</tbody>
</table>

Table 3.1: A list of tip stray field and field decays for some tips at $z=20 \text{ nm}$. $H_{z}^{\text{max}}$ and $H_{r}^{\text{max}}$ are the maximum value of the tip stray field strength for the $z$ and radial components respectively. $R_{\text{eff}}(z)$ and $R_{\text{eff}}(r)$ are the decay length for both $z$ and radial components.

Ni$_{81}$Fe$_{19}$ and Ni$_{50}$Co$_{50}$ respectively. Fig. 3.4 gives a typical example of the stray field of a 30 nm Co$_{71}$Pt$_{12}$Cr$_{17}$ coated tip at various tip-sample separations ($z$) and different lateral distances ($r$). As expected, the stray field close to the tip end is substantial (a few hundred oersted at distances of a few tens of nanometers). The calculated stray field and decay characteristics are consistent with experimental data [65]. It is worth pointing out a less appreciated fact: the radial component is also substantial and decays much slower than that of the $z$ component. At lateral distances of a few hundred nanometers, the radial component can thus be larger than the $z$ component [59]. In Table 3.1, a list of some MFM tips used in our experiments as well as characteristic field strengths and length decay are presented. The field strength decay length $R_{\text{eff}}$ is defined as the radial distance $r$ at which the field strength has decayed to 50% of the maximum value. The decay length is of a few hundred nanometers for the radial component of the tip stray field. It is then easy to imagine that an MFM tip will lead to substantial distortion of the sample magnetic state for a sample with a dimension comparable to the decay length of the tip stray field.
3.3 Manipulation of Magnetic Moment States

The tip stray field locally distorts the sample magnetic structure in a two dimensional film, when the local tip field is larger than the local pinning potential of a domain wall. The magnetic structure is however only slightly modified by the tip, thus no global sample magnetization change will result. This is in contrast to the case of submicron magnetic particles. For particles of a few hundred nanometers in dimension, the associated magnetic torque by the tip stray field can extend over the entire particle volume. The magnetic state of a small particle as observed by MFM is thus expected to be potentially strongly influenced by the magnetic tip stray field. The direct consequence is that the tip can induce particle moment switching, especially for soft magnetic elements. This type of distortion is unavoidable in some cases, especially if experiments are performed in the tapping/lift mode due to the fact that the tip is extremely close to the particle while acquiring topography data.

3.3.1 MFM Tip Stray Field Induced Reversal During Tapping

Typical examples of the MFM tip stray field induced irreversible distortion are shown in Fig 3.5. Fig 3.5 (a-c) shows three consecutive scans on the same particle. The first image indicates that the magnetic elements form a single domain by showing bipolar contrast. The second scan shows that the particle has a double domain like structure. Inspection of the raw data shows that the contrast changed during a single scan line, indicating that the tip stray field reversed the particle’s moment. The third image shows the same particle forming a single domain state, but with reversed orientation compared to the first image. We can conclude that the tip stray field reversed the particle magnetic moment in the second image. Fig. 3.5 (d) shows the scan of another particle. Multiple reversal processes can be observed during imaging. Fig. 3.5 (e-g) shows another example of three consecutive scans of a particle along the short axis. The MFM tip stray field induced particle moment reversal occurred during the second scan as indicated by the absence of the bipolar contrast. These kinds of
reversal are very common while performing tapping/lift mode scan. Data such as presented in Fig 3.5(b) and (f) can be (mis)interpreted as a multidomain state and can subsequently lead to wrong conclusions. Examples of this are surprisingly rather common in literature.

The occurrence of tip stray field induced magnetic reversals depends on the tip field strength and the switching field of the submicron magnet. Fig. 3.6 shows tapping/lift MFM images of the same location on an array with element size of $1\mu m \times 0.2\mu m \times 30 nm$. Images were acquired in different scan directions, $0^\circ$, $180^\circ$, and $90^\circ$ respectively. The scan procedure is sketched on the right side of Fig. 3.6 (c): the forward and backward scans of tapping, and the forward and backward scans in lift mode. The magnetic images were acquired in the backward scan. The lift height was chosen to be $120 nm$, which we found empirically to give minimal tip stray field induced switching of the magnetic particle’s magnetization. However, what is not negligible is the magnetic influence of the tip during tapping. For the $0^\circ$ scan, Fig 3.6(a) shows that all the magnetic moments in the particles are oriented the same
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Figure 3.6: Three MFM scans of the identical area with scan directions: 0°, 180°, and 90°. Image (b) was off-line rotated to have the same orientation as (a). Tip: 50 nm Ni$_{50}$Co$_{50}$, Lift height: 120 nm, Particle size: 1.0µm × 0.2µm × 30nm, in air, Multimode NanoScope. Schematic diagrams shows how MFM tip stray field switches the particles magnetic moments states. The scan procedure is indicated on the right side of (c).
with the left side being attractive (dark). If we now change the scan direction by 180°, Fig. 3.6(b) shows the magnetic orientation switches to the left side now being repulsive (bright). In order to make an easier particle by particle comparison between the two scan directions, the data of Fig 3.6 (b) was software rotated by 180°. Fig 3.6(a) and (b) indicates that the magnetic moments orientation in (a) are opposite to those in (b). Since we observe negligible influence while acquiring the magnetic contrast images (a result of the large lift height used), the reversal must happen while acquiring the topography during tapping. This is not that surprising, given that the tip is very close, if not in contact, to the sample during tapping. The schematic diagram at the bottom of Fig 3.6 shows the tapping scans on two individual particles $A$ and $B$. Particle $A$ and $B$ initially have opposite moment orientations as shown by arrows. As the MFM tip scans from the left side to the right side during the tapping scan, a tip stray field induced reversal can occur. At stage 1, the tip is on the left side of the element, and the tip stray field strength is not big enough to overcome the coercivity of the particle. As the tip scans to position 2, the radial component of the tip stray field can be larger than the particle coercivity. As a result, the magnetic moments in particle $A$ is switched to the opposite orientation, while the magnetic state of particle $B$ remains. However, as the tip scans to position 4, the tip stray field can force the particle moments to be switched to the opposite direction. As a consequence, after the tapping scan, particle $A$ and $B$ have the same moment orientation determined by the initial (or final) position of the tip. The final magnetic state of a particle thus does not depend on its initial state, but only on the initial position of the tip. This type of tip influence is not detectable by just comparing the contrasts from backward and forward scan lines during lift mode (a commonly used method), since there is negligible influence while acquiring magnetic contrast for sufficiently large tip-sample separations. Instead, comparing the images from different scan directions is necessary. For example, if the scan direction is chosen to be 90°, i.e., scanning parallel to the particle’s short axis, the bipolar contrast, representing
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The occurrence of magnetization reversal is also tip-sample separation ($h$) dependent. Images in constant height mode with different tip-sample separation clearly demonstrate this. We found that not only large moment tips can reverse the orientation of the sample magnetic moment, but also small moment tips such as a 50 nm or 30 nm Co$_{71}$Pt$_{12}$Cr$_{17}$ tip. Fig 3.7 shows three consecutive images of the same array with different tip-sample separations, 120 nm, 60 nm, and 120 nm, respectively. In Fig 3.7 (a), a predominantly single domain structure is observed at the initial large tip sample separation of 120 nm. No sign of tip-induced sample magnetization reversal can be detected. Tip induced moment reversal can however be found for smaller tip-sample separations, as shown in Fig 3.7 (b). One observes the absence of bi-polar contrast. The reversed domain structures can be clearly seen by increasing the tip and sample separation back to 120 nm as shown in Fig. 3.7(c). Some particles form a metastable low moment state (weak MFM contrast) after tip induced reversal.

Similar distortion can also easily be found on a perpendicularly magnetized dot in a constant height mode scan, as shown in Fig. 3.8. Fig. 3.8(a) shows an SEM image of
Figure 3.8: Tip stray field induced magnetization reversal in perpendicular magnetized Ni dots in the constant height mode. (a) SEM images of the Ni dot arrays, (b) large scan area $2\mu m \times 2\mu m$; (c-e) three consecutive scans in the area of $350 \text{ nm} \times 350 \text{ nm}$ at different tip-sample separation: 80, 50, 50 nm. The tip stray field induced magnetization reversal occurs within the circled dot. Tip: 50nm Co$_{71}$Pt$_{12}$Cr$_{17}$, constant height mode in vacuum, the dot diameter is 50 nm diameter with a 30 nm thickness. The sample was supplied by Liang of Brown University, and the sample details can be found in [13].
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the Ni dots, and (b) shows the MFM images of a $6\mu m \times 6\mu m$ scan area with $3.6 \times 10^5$ dots inside. The magnetic moments of the white dots and the gray dots point to the same direction as the tip stray field, while the dark and the black dots have the opposite moment direction to the tip stray field.\(^1\) The local hexagonal symmetry can be seen in Fig. 3.8(b).\(^2\) Fig. 3.8 (c-e) shows three consecutive scans at different tip-sample separations with scan sizes of $350nm \times 350nm$. Tip induced magnetization occurs in the central dot for smaller tip-sample separation (Fig 3.8 (d)), as indicated by the half dark and half gray contrast. In this case, the $z$ component of the tip stray field is used to flip a particle’s magnetic moment.

3.3.3 Controlling Magnetic States

By carefully controlling the height of the tip above a particle, reproducible switching into distinct magnetic states is possible. This is demonstrated in Fig. 3.9. By imaging at a constant height with a large tip-sample separation of 120 nm, we find that a $600nm \times 150nm \times 30nm$ particle forms single domain states (Fig. 3.9(a)). When the tip is located at position ‘c’ with smaller tip-sample separation (60 nm), the magnetic moment in this element can be switched to the reversed direction. This can be proved by imaging the magnetic state with increased tip-sample separation (120 nm), and the MFM imaging is shown in image (c). If the tip is then located at position (a) with a small tip-sample separation, the magnetic moment state can be switched back, as shown in the image (a). Such reversal is very reproducible. Fig. 3.9 shows that one can achieve control of the final particle magnetization state by adjusting the tip-sample separation from 60 nm to 120 nm at specific locations. Similar control of the final particle magnetic state was achievable in particles up to a maximum size of 1

---

\(^1\)The contrast variation from white to gray or from dark to black comes from size variation of the dots, as can be shown in Fig. 3.8(a), since the stray field and stray field gradient is proportionally to the volume of the particle size.

\(^2\)The appearance of local hexagonal symmetry of the magnetic moment state is the result of the minimization of the total sample stray field energy.
\( \mu m \) in length. The particle forms a low moment state when the tip is located in the center of the particle (Fig 3.9(b)), which we attribute to the fact that the in-plane tip field component is omnidirectional. Since the size of the element is still larger than the single domain critical size, a low magnetic moment flux closure state (vortex state) can be formed.

We envision that by carefully controlling the three dimensional tip position, the magnetic state of a particle can be controlled. At a small tip-particle separation, the tip can change the particle moment (write information), while at a large tip-sample separation the tip can be used to read the information from the particle.

### 3.3.4 Minimizing MFM Tip Stray Field Induced Distortions

It is challenging to image the undistorted magnetic structure of soft, small particles by MFM. This is due to unavoidable substantial perpendicular and in-plane tip stray fields (see Fig 3.2). To minimize tip stray field induced magnetic distortion, we found that the experiment needs to be performed in the constant height mode with a low moment tip, as close approaches to the sample are thus avoided. In the constant height mode, the tip-sample separation is controllable. Using a large tip-sample separation, one can greatly limit and control the tip stray field induced distortion. The reduced magnetic signal due to using small magnetic moment tip can be compensated by reducing the cantilever noise through operating the MFM in vacuum and ultimately at low temperature [34,49]. As an example, Fig. 3.10 shows an MFM image obtained in the constant height mode of an array of particles with dimensions of 600 nm \( \times \) 150 nm. With this low moment tip no visible distortion could be detected even at a tip sample separation as close as 30 nm. Compared to the image of Fig 3.2 (a), the total contrast of this image is weak, but what has improved is the spatial resolution, allowing fine magnetic details of the elements to be observed even though the particle width is only 150 nm.\(^1\)

\(^1\)Spatial resolution can be improved further if a sharp and high aspect ratio tip is used, such as tips prepared by electron beam deposited needles [68].
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Figure 3.9: Controlling of an individual particle magnetic state by accurate three dimensional tip positioning. Schematic diagram shows how a MFM tip stray field controls a particle’s moment state. Constant height mode in vacuum, particle 600nm × 150nm × 30nm, Tip: 50nm Co$_{71}$Pt$_{12}$Cr$_{17}$. 

---

Initial State

Far Close Final State

Far Close Final State
There are several other advantages of operating in the constant height mode. It is easy to detect tip stray field induced magnetization reversal in the constant height mode, as it shows up as a discontinuity in the scan line. This is in contrast to the tapping/lift operation mode, where in many cases only a change in the scan angle provides indications of irreversible tip-sample interaction effects [33]. A second benefit of constant height imaging is the potential increase in signal to noise (no extra noise contribution by the feedback control) and the increased possible scan speeds. Scan speed is a crucial aspect while studying the ensemble state at different external magnetic fields or studying switching histograms of one individual classical single domain magnet. Finally, the observed contrast in the constant height mode allows a straightforward comparison with simulation, since each image consists of the force gradient at a fixed tip-sample separation.

A major disadvantage of constant height mode is that it does not tolerate surface defects. Since the feedback controlling the tip-sample separation is turned off, there is the potential danger that the MFM tip physically touches the surface at defects,
3.4 Spectroscopy Measurements

Force spectroscopy is performed by measuring the force (force gradient) as a function of tip-sample separation. This can be used to characterize the moment state of a nanomagnet (Fig. 2.13) and to investigate the local sample susceptibility (Fig. 2.15).

An alternative spectroscopy is to measure the local hysteresis loop of an individual nanomagnet. This can be obtained by measuring the force gradient as a function of external field at a fixed tip position. As shown in Fig. 3.11 (a), the MFM tip is located at a predetermined position above an individual element, while an external magnetic field is swept. The measured curve of frequency shift versus external field can be used to characterize the switching behavior of an individual elements, especially for signal domain particles. Fig. 3.11 (b) shows a typical hysteresis loop obtained for a NiFe(6nm)/Cu(3nm)/Co(4nm) pseudo spin valve structure with size of 550 nm × 70 nm. Two abrupt jumps of the cantilever frequency are associated with the soft layer

such as dust particles, with potentially calamitous effects for the tip. However, we found that this happened infrequently for carefully cleaned lithographically patterned arrays.

Figure 3.11: Local hysteresis measurement: (a) schematic diagram; (b) a typical plot of spectroscopy performed in a pseudo spin valve structure. Tip: 25 nm Co$_{71}$Pt$_{12}$Cr$_{17}$, in vacuum.
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Figure 3.12: domain wall movement respect to an external field. The magnetic field was applied diagonally along the scanned area with the magnetic field of (a)-(h) -2 Oe, 5 Oe, 15 Oe, 45 Oe, 25 Oe, 20 Oe, 12 Oe, -2 Oe respectively. Tip: 50 nm Co$_{71}$Pt$_{12}$Cr$_{17}$, constant frequency shift mode.

switching. (The details of this sample will be discussed in the next chapter.)

3.5 Imaging in the Presence of External Fields

MFM imaging in the presence of an external magnetic field provides the opportunity to identify the sample magnetic structure, the nature of domains, and magnetization processes [30].

3.5.1 Magnetization Reversal of Multidomain Elements

Patterned soft magnetic elements of micron size can form flux closure domain patterns (Fig. 1.4 (b) and Fig. 2.11). The magnetization process therefore takes place via domain wall displacement and domain wall nucleation, as can be revealed through MFM images as a function of the external field.

Fig 3.12 shows an example of domain wall displacement via an external field for a 20$\mu$m sized NiFe element. In this element, a four-domain flux closure structure is formed. As expected, the domain with the the same moment direction as the external
field will grow, while the domain with opposite moment direction will shrink. The domain wall moves reversibly, as the magnetic field is smaller than the saturation field.

### 3.5.2 Magnetization Reversal of Submicron Elements

By performing MFM with an external magnetic field \([30, 31, 58]\), the nanoparticle magnetization switching behavior and the switching field can be characterized and quantified. One needs to be aware of the fact that for submicron magnets, the combined effects of the MFM tip stray field and the external magnetic field can make the particle switch at a lower (or higher) field during imaging. This is demonstrated in Fig. 3.13. Fig. 3.13 (a) indicates that all the particles form single domain states with the same moment orientation after saturation, while Fig. 3.13 (b) shows the MFM images acquired with a magnetic field of 60 Oe along the particle long axis. Some particles were directly switched to the reversed state by the external field, marked by the solid circle in the image, however, several others were switched during the imaging process, resulting in the same contrast (dark) at both ends, marked by the dashed circle. Similar phenomena have been observed by some other research groups \([30, 60, 61, 78]\). In this case the particle switching field is the combined effect of the external field and tip stray field. Since the tip stray field is omnidirectional and inhomogeneous, the real switching field of the particle cannot be easily obtained. The assumption that the tip stray field gives a constant offset to the particle’s switching field can not hold true in the case of submicron sized particles, as the tip stray field is non-uniform over these dimensions (Fig 3.4). Furthermore, the tip stray field can change in the presence of an external field.

To minimize these effects and to obtain accurate switching fields for submicron or nanoscaled particles, the experiments need to be performed at remanence after the field is ramped to a certain value.\(^1\) In this case, reversible magnetization behavior

---

\(^1\)There is an exception. If switching happens before the magnetic field is reduced to zero, a magnetic field only reduced to a finite non-zero value should be used, as will be discussed later in Chapter 5.
of the elements can not be observed, but the irreversible magnetization behavior, such as switching, can be clearly observed. This method is especially suitable for studying particles which form single domain binary states. By studying arrays of submicron magnetic particles, the remanent ‘magnetization curve’ of the ensemble as well as individual particles can be obtained. The particle switching field value and its distribution can be obtained very precisely if care is taken to ensure that the tip’s stray field itself does not irreversibly reverse the particle’s moment. The achievable accuracy is determined by the minimal field ramping step, typically 1 Oe in our study. By using a small moment tip, operating at constant height, and measuring at remanence, we found that the switching fields even lower than 50 Oe can still be determined reproducibly. As an example, Fig. 3.14(a-d) shows a series of MFM images at remanence after applying magnetic fields to predetermined values; no tip stray field effects found. Fig. 3.14(e) shows the percentage of reversed particles as a function of external magnetic field for an array with particle aspect ratio of 7:1.\(^1\)

\(^1\)The moment is assumed to be ±1 while plotting the normalized moment as a function of external field.
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Figure 3.14: Reversal as a function of external magnetic field. Imaged in the remanent state after the field was ramped along the particle long axis. (a) -200 Oe; (b) 75 Oe; (c) 90 Oe; (d) 101 Oe. Particle size: 1.2 µm x 200nm. (e) Percentage of reversal as function of field. Tip: 50 nm CoPtCr, lift height 120nm; Gray scale is 1 Hz.
The results are averaged over 600 individual particles through 10 different images at different location. Each image contains about 60 individual particles, and the error bar is the statistical deviation of the 10 different images.

3.6 Magnetization Reversal of Elongated Elements

In the following, the magnetization switching of elongated magnets will be presented. One Permalloy array has elements of size 240nm ×90nm×10 nm, prepared by interference lithography techniques by Hao and Ross (MIT), and the others are 200 nm wide and 30 thick Permalloy arrays prepared by electron-beam lithography technique with length to width aspect ratio of 1:1 to 7:1, prepared by Metlushko and Ilic (the University of Illinois at Chicago and Cornell University).

3.6.1 Wide and thick elements

Recent studies show that the material, size and shape of the particles have a strong influence on the particle magnetic state and switching behavior [14,69–78]. For elongated magnetic elements, shape anisotropy can affect the magnetic state. For example, Fig. 3.15 shows two MFM images of cobalt arrays from the literature [79]: one with the aspect ratio of 3:1, the other one with 1.5:1. For the small aspect ratio elements only a small percentage of the magnetic elements form a single domain state, while others are in low moment states with flux closure. For the aspect ratio of 3:1, bipolar contrast single domain states are observed.

Such bipolar contrast images are not due to uniformly magnetized single domain state, as magnetic moments close to the edge can be curved to reduce the total stray field energy, forming end domains [73,80]. The magnetization reversal process of such single domain element is therefore not coherent rotation, in which, all the moment inside the elements rotate coherently like a giant spin with respect to an external magnetic field. Instead, the magnetization reversal occurs through the process of domain wall nucleation and propagation [73,80]. Shi et al. demonstrated that magnetic
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Figure 3.15: (a) MFM image of cobalt elements with a size of 600nm × 200 nm × 15 nm, all the elements form single domain states (b) elements with a size of 300 nm × 200 nm × 15 nm; a small percentage of the elements form single domain states, while others form low moment vortex states. After Girgis et al. [79].

Vortices can be trapped during the process of magnetization reversal [62]. Through comparison of the remanent hysteresis loop and the major hysteresis loops obtained by AGM or SQUID Magnetometry [62,73], they found that there exists a reversible low moment plateau in the remanent loop due to the formation of a vortex. In the following, we will demonstrate that such a low moment vortex state can even be formed in medium aspect ratio elements during magnetization reversal process.

Our MFM images indicate that magnetic elements with a small aspect ratio (< 2:1) can not form a single domain state, by showing low magnetic contrast at remanence. This is due to the increased demagnetization field along the long axis as the aspect ratio decreases. However, for aspect ratios larger than 3:1, the remanence after saturation indicates 100% single domain states by showing bipolar contrast in MFM images. Through MFM investigations, we found that for elements with aspect ratios larger than 4:1, the switching takes place via a sudden moment reversal from one single moment state to the reversed single domain state, as was shown in Fig. 3.14. Fig. 3.14 (e) shows the percentage of reversed particle as a function of external magnetic field for the aspect ratio of 7:1. Most elements are switched from the single domain
Figure 3.16: Reversal as a function of external magnetic field after saturation at -250 Oe, (a) 50 Oe, (b) 70 Oe, (c) 90 Oe, (d) 180 Oe. Particle size: 800nm×200nm; Circled: low moment states; gray scale 1 Hz.
state directly to the reversed single domain state, however, we observe a small percentage (2%) of particles which form low magnetic moment states at remanence as opposite field is applied before forming reversed single domain state. This percentage increases as the particle aspect ratio decreases. Fig. 3.16 shows the remanent states after applying a reversing field of element with the aspect ratio of 4:1. As can be seen, there are several elements forming low moment states, which are are circled for clarity.

To further clarify the magnetization behavior and elucidate the nature of the low moment state, Fig. 3.17 shows the remanent ‘magnetization curves’ of three different element of aspect ratio of 4:1. A very small percentage of the particles appear to reverse directly (Fig. 3.17(a)), similar to the typical behavior of particles with large aspect ratios. However, most particles behave like Fig. 3.17(b). A broad flat region of about 50-100 Oe width characteristic of a low moment state is found. This observation is similar to measurements by AGM of the remanent magnetization curve of low aspect ratio Permalloy arrays by Shi et al. [62].

This observation can be interpreted through micromagnetic simulation. Micromagnetic simulations suggest that both the single domain state and the vortex state could be formed in the elliptical particle with medium in-plane aspect ratio. Fig. 3.17

\^1The moment is assumed to be ±1 for single domain state, and 0 for low magnetic contrast state.
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Figure 3.18: Two different states in an elliptical particle. (a) single domain; (b) one vortex. Particle size 600 nm × 200 nm × 30 nm; unit size: $10^3$ nm$^3$.

shows an example of an elliptical particle with dimension 600 nm×200 nm×30 nm.\(^1\) We found that the total energy of the two states is very close, with the vortex state being only 5% higher than the single domain state. For the single domain state, the exchange energy is lower, but it has a higher demagnetization energy. Simulations from other groups also show that the single vortex or even multivortex states can be formed in elliptical permalloy particles [81]. During the switching process, if the trapped vortex is only a small percentage in the particle, the magnetic moments in the particle can be switched directly switching to the reversed single domain state, as indicted in Fig. 3.17(a). However, if the vortex become a global energy minima, a much larger field $H_a$, is needed to expel the vortex out from the element in order to form a reversed single domain state. A field smaller than $H_a$ can only make the vortex move reversibly, and leads to the same state at remanence, as shown in the flat low moment region in Fig. 3.17 (b). However, the switching behavior is not reproducible, which can be demonstrated in Fig. 3.17 (c). For this individual particle, the moment can be switched directly from the single domain state to the reversed single domain state, or switched via the formation of a vortex state.

Even though the elements in an array were designed to have the same sizes and shape, the lithographic process can lead to element size variation and edge roughness, and eventually lead to switching field variations. As shown in Fig 3.19 (a), the

\(^1\)The simulations were performed using three dimensional micromagnetic code from NIST. The unit size for the simulation is 10 nm.
switching field of the elements have a broad distribution. The peak shows that the average switching field of the ensemble of particles is about 90 Oe. However, there are a few percent switched at fields below 70 Oe and a few percent above 110 Oe. By fitting the curve with a gaussian distribution, we found that the full width of the peak is about 32 Oe, 36% of the average switching field. The broad switching field variation is probably attributable to the edge roughness, as Kong et al. demonstrated that element with different edge roughness can leads to significant switching field variation [82]. Recently, micromagnetic simulation results also indicate that the edge roughness can substantially decrease the switching field. [14,83].

For medium aspect ratio particles (4:1), switching occurs through vortex formation and vortex expelling. We used two fields to characterize the switching behavior: \( H_s \), at which the particle switches directly from the single domain to a low moment state, and \( H_a \), at which a reversed single domain is formed. Fig. 3.19 (b) plots the switching field distribution of these two fields. As we can see, two peaks appear, with \( < H_s > \) much smaller than \( < H_a > \). The variation in \( \delta H_s \) is comparable to that of the large aspect ratio particles, while \( \delta H_a \) is much broader. The much wider switching field

Figure 3.19: The switching field distribution of the array with aspect ratio of 7:1 and 4:1 with a particle width of 200 nm and a thickness of 30nm.
distribution is attributed to vortex trapping.

### 3.6.2 Narrow and Thin Permalloy Element Array

As presented in last section, a vortex state can be formed in thick and wide elements. As the elements become narrower and thinner, the flux closure or vortex state is not favorable due to the cost of the exchange energy, and the single domain state is the most energetically stable state. Elements with the size of $240 \text{ nm} \times 90 \text{ nm} \times 10 \text{ nm}$ have previously been demonstrated to be single domain states, as shown in Fig. 1.4 (c) and Fig. 3.2(b).

The collective switching behavior can be characterized by imaging the remanent state after applying magnetic fields to a predetermined value, as shown in Fig. 3.20. After a large field ($\pm 550 \text{ Oe}$) is applied along the long axis, the magnetic moments of all elements are aligned in the same direction as shown in Fig. 3.20(a) and (b). As a reversed field is applied, some elements start to reverse to the opposite direction. However, the individual element switching fields are not uniform as some elements switch at smaller fields of 150 Oe, while some others switch at fields as large as 350 Oe.

The remanent ‘hysteresis loop’ can be characterized by counting the percentage of switched elements as a function of external magnetic field, as shown in Fig. 3.21 (a). The observed remanent ‘hysteresis loop’ can be directly compared to the hysteresis loop obtained by alternating gradient magnetometry, shown in Fig. 3.21 (b). The coercivity obtained by either methods is very close to each other, which demonstrates the capability of using the MFM to characterize the switching behavior of nanomagnets.

AGM measurement shows that the remanent magnetization ($\frac{M_r}{M_s}$) is less than 1. This is because the remanent state is not uniformly magnetized due to the moment curving effects, as suggested by micromagnetic simulation. Edge shape can change the magnetic moment distribution close to the edge, as shown in Fig. 3.22. Elliptical
Figure 3.20: The MFM images at remanence after applying different magnetic field: (a) 550 Oe, (b) -550 Oe, (c) 250 Oe, (d) 280 Oe, (e) 330 Oe, (f) -290 Oe after applying 550 Oe (not in demagnetized state). Tip: 30 nm coated Co$_{71}$Pt$_{12}$Cr$_{17}$. 
Figure 3.21: (a) remanent ‘hysteresis loop’ of 120 elements obtained by MFM; (b) hysteresis loop obtained by alternating gradient magnetometer of $10^9$ elements.

Figure 3.22: The magnetic state of a rectangular (a) and elliptical (b) element with the size of $90\,\text{nm} \times 240\,\text{nm} \times 10\,\text{nm}$. The unit cell is chosen to be $5\,\text{nm} \times 5\,\text{nm} \times 5\,\text{nm}$.

elements have higher remanence, while the magnetic moments close to the edge of rectangular elements is more curved. For real elements, the edge shape variation and edge roughness leads to a magnetic moment distribution variation, which also can dramatically change the switching field of the elements.

3.7 Summary

- Separation of magnetic contrast from topography submicron magnets can be achieved in the constant height mode, and in the tapping/lift mode. However, the constant height mode is desirable as the MFM tip produces less distortion of the sample magnetic state.
• By using various magnetic tips, operating in different modes, and studying different samples, the effect of magnetic tip stray field distortions on a magnetic moment state of a submicron sized magnet is investigated. Through the systematic study, a method of how to detect and to avoid the irreversible distortion is also presented. The possibility of using MFM tip stray fields to control a particle moment state is also proposed.

• A local hysteresis loop is developed by monitoring the cantilever resonance frequency shift versus an external magnetic field. The switching field of nanomagnets and remanent ‘hysteresis loop’ can be obtained by imaging with an \textit{in-situ} magnetic field.

• Magnetic switching of the ensembles of individual elements can be characterized statistically through analyzing different individual elements, and remanent ‘hysteresis loops’ obtained by MFM. In narrow and thin magnetic elements, the single domain state is the most energetically state. For wider (200 nm) and thicker (30 nm) elements, even though the magnetic element can hold a single domain state at remanence, an energetically stable vortex state can be formed. The formation of a vortex leads to non-reproducible switching and broadening of the switching distribution.
The results presented in this chapter are the magnetic domain structure and magnetization reversal of patterned 70 nm wide pseudo-spin valve (PSV) elements. Both the magnetically soft layer and the hard layer form single-domain states at remanence, and can be magnetized either parallel or antiparallel to each other. The switching field of each layer, and the coupling between the layers, are quantified using MFM. Individual elements show well-defined switching fields, while the ensemble has a large switching field distribution due to variability between the PSV elements.

4.1 Introduction

Lithographically patterned magnetic multilayer elements, such as magnetic tunnelling junction (MTJ) [2] and pseudo-spin-valve (PSV) elements [3,84], are key components in high density magnetoresistive random access memory (MRAM) devices [85]. Recent studies have focused on examining the behavior of elements with submicron or deep-submicron dimensions [82,86]. These PSV or MTJ elements consist of asymmetric sandwiches containing two magnetic layers with different switching fields: one is magnetically soft and the other is magnetically hard. For elements with micron-scale dimensions, interactions between the layers can lead to their demagnetization [87], and complex domain structures such as unfavorable $360^\circ$ domain walls can be formed [88]. In comparison, the magnetic layers in elongated elements of sub-100 nm dimensions can show single domain behavior. The switching process is abrupt and the layers will
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Figure 4.1: GMR curve of a pseudo spin valve structure with element size 300 nm wide and 3 \( \mu \text{m} \) long. Top: SEM image of a pseudo spin valve bar 100 nm wide and 3 \( \mu \text{m} \) long with four electronic leads fabricated by ion milling. Schematic diagram shows the relative moment state. Parallel: low resist; Antiparallel: high resist. After Kong et al. [82]

not be demagnetized by each others’ fringe fields. Magnetoresistive (MR) behavior has been characterized for individual elements in both the current-in-plane (CIP) [82] and current-perpendicular-to-plane (CPP) configurations [86, 89], as shown in Fig 4.1 and Fig 4.2 respectively. The elements can be reversed by applying a magnetic field, or by polarized current-induced switching [86,89]. Sudden jumps in resistance corresponding to the switching of the magnetic layers have been clearly demonstrated.

However, to date there has not been a study of the reversal of such small elements using magnetic force microscopy (MFM), or an investigation of their remanent states. In this work, we use high sensitivity, high resolution MFM with in-situ applied magnetic fields to characterize the magnetic domain structures in such arrays and the switching behavior of single elements.
Figure 4.2: (a) A schematic cross section of the nanopillar device. (b) A SEM image of the Co nanomagnets. (c) The differential resistance $dV/dI$ as a function of magnetic field $H$ applied parallel to the long axis of the magnet. After Albert et al. [86]

\section*{4.2 Experimental Techniques}

The sample used in this study is an array of NiFe/Cu/Co/Cu PSV elements prepared using interference lithography and ion milling [90,91]. The individual elements have dimensions 70 nm $\times$ 550 nm, with NiFe, Cu spacer and Co thicknesses of 6 nm, 3 nm and 4 nm respectively. The topographical image was previously shown in Fig. 1.1 (b). The magnetization behaviors were studied by the alternating gradient magnetometry (AGM) [90] and MFM, and the magnetic structures were studied by MFM. The magnetic probes used were silicon cantilevers sputter-coated with 25 nm of a Co$_{71}$Pt$_{12}$Cr$_{17}$ alloy. Two types of cantilevers were used: one with a resonance frequency of 68 kHz and spring constant of 1.5 N/m, and the second with corresponding parameters of 60 kHz and 0.9 N/m. To minimize the MFM tip-induced magnetic distortion, all MFM images were taken in constant height mode by allowing the MFM tip to fly above the sample plane at a user-controlled height, without tracking the sample topography [33]. The experiments were performed under moderate vacuum ($1.0 \times 10^{-5}$ Torr) and using a digital phase-locked loop to detect the cantilever fre-
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Figure 4.3: MFM images taken at remanence: (a) after saturation at 800 Oe; (b) after subsequently applying -65 Oe; (c) after subsequently applying -130 Oe; (d) -405 Oe; (e) -485 (f) -660 Oe. The gray scale corresponds to $\approx 1.7\text{Hz} \approx 5 \times 10^{-5}\text{N/m}$ force gradient.

quency shift [51], the minimum detectable force gradient in during this experiment was found to be $1 \times 10^{-6}\text{N/m}$ with a cantilever oscillation amplitude of 15 nm. The images were taken at remanence to reduce the combined perturbing effects of the MFM tip and external field. The magnetic fields were applied in plane along the long axis of the elements, which is the easy axis due to shape anisotropy.

4.3 Imaging at Remanence

Fig. 4.3 (a)-(f) shows sequential images of the PSV structures after applying different fields. The remanent state, after saturation at 800 Oe (Fig. 4.3(a)), shows bright and dark contrast close to the element ends. This is a result of both magnetic layers having the same magnetization direction (the parallel or $P$ state). However, if a magnetic field is then applied in the opposite direction, the magnetic moment in the
soft (NiFe) layer can be switched to be antiparallel to the moment in the Co layer. This is described as an AP state. The observed magnetic contrast is very weak because the stray fields of the NiFe and Co layers almost exactly cancel each other. As the opposite field is increased, more of the low moment AP states are formed, as shown in Fig. 4.3 (b,c). Above a critical field, all elements are in the AP state. If the magnetic field is increased further, the magnetic moment in the hard (Co) layer is reversed and a P state is formed that is oriented opposite to the original P state, as shown in Fig 4.3 (d-f).

4.4 ‘Hysteresis Loop’: Collective and Individual

By performing large-area scans with an external field, the remanent MFM ‘hysteresis loop’ can be obtained, as shown in Fig 4.4. The solid dots show the combined remanent hysteresis loop of 460 ±10 elements. The broad switching field distribution is a result of different individual elements having different switching fields. The moment in the soft NiFe layer reverses at a small field, labelled $H_{c1}$, which averages approximately 80 Oe, though some elements reverse at 25 Oe and others at 125 Oe. The switching field range is thus at least 100 Oe. An even wider variation (400 Oe) is found for the hard layer switching field $H_{c2}$. $H_{c2}$ averages 480 Oe, though reversal occurs at fields between 300 Oe and 700 Oe.

However, for an individual element, we find square hysteresis loops with abrupt switching at well-defined field values of $H_{c1}$ and $H_{c2}$. The magnetization reversal of individual elements may be studied by imaging the element at different fields, but it is more convenient to measure a local hysteresis loop without scanning [26], as shown in the inset of Fig. 4.5(a). The cantilever frequency shift is proportional to the force gradient between the tip and the sample. The observed frequency shift is thus a measure of local sample moment. Fig. 4.5 (a) shows the hysteresis loop of a

\[1\] We assign +1 or -1 to elements in the P state, and 0 to elements in the AP state, since the magnetization of the two layers in the AP state almost cancel each other.
selected dot. Two distinct frequency changes are clearly visible at applied fields $H_{c1}$ and $H_{c2}$, which correspond to the soft layer ($H_{c1}$) and the hard layer ($H_{c2}$) switching. The abrupt frequency changes, and the images in Fig. 4.3, suggest that both the soft layer and the hard layer switch between two oppositely-oriented single-domain states. However, we cannot conclude that the switching process is classical coherent rotation, as end domain structures may be trapped at the edges of the elements.

\footnote{The monotonic change in the cantilever frequency at large applied magnetic fields is caused by the stray field gradient of the in-plane electromagnets. This can be demonstrated by performing similar measurements without a sample close to the tip.}
Figure 4.5: Hysteresis loop of a single element. $1\text{Hz} \approx 3 \times 10^{-5} \text{N/m}$. (a) major loop; (b) minor loop starting from the P state, (c) minor loop starting from the opposite P state. The MFM tip was located at one end of the element as shown in the inset of (a). The large difference between $H_{c1}$ and $H'_{c1}$ is caused by the interaction with the hard layer. (d) switching field distribution of $H_s$ (solid circular dots), $H_{c2}$ (solid up triangles) and offset field $H_{off}$ (open circular dots) for ten different individual elements.

### 4.5 Layer Coupling

Minor loops of a single element were measured by sweeping the external field between $\pm H$ where $H_{c1} < H < H_{c2}$. In this case, only the soft layer is switched and the element cycles between the $P$ and the $AP$ states. Typical examples are shown in Fig. 4.5(b) and (c). A large field of 800 Oe (-800 Oe) was first applied to saturate both layers to form a $P$ state, and then an opposite field was ramped to $-H$ ($H$) to form the $AP$ state. However, if the field is then ramped backward to $H$ ($-H$) as indicated by the arrows in Fig. 4.5(b) (Fig. 4.5(c)), the soft magnetic layer is switched back to form the $P$ state at a field $H'_{c1}$ ($-H'_{c1}$), which is larger than $H_{c1}$, but much smaller than $H_{c2}$. The asymmetric switching of the minor loop is due to the magnetic coupling...
between the two magnetic layers, as a result of magnetostatic interactions and of exchange coupling through the 3 nm Cu layer spacer. It is worth pointing out that Fig. 4.5(b) and 4.5(c) are realistic hysteresis loops of a PSV element when it is used in an MRAM cell. The novel observation is that the loop is nearly a perfect square in shape with sharp magnetization transitions.

We can express the magnetic coupling between the two layers as an offset field $H_{off}$ which the hard layer exerts on the soft layer. The switching field for an isolated soft layer, in the absence of the hard layer, will be $H_s = \frac{H_{c1} + H'_{c1}}{2}$, while $H_{off} = \frac{H'_{c1} - H_{c1}}{2}$.\(^1\) We found that for any particular element the switching field and the offset field are very reproducible, with variation less than 10 Oe between measurements. However, the switching field and offset field show considerable variation from element to element. Fig 4.5(d) shows a plot of $H_s$, $H_{off}$ and $H_{c2}$ for ten different elements. The offset field has substantially larger variability than the soft layer switching field.

Minor loops of the array were studied by acquiring MFM images after applying different fields. Fig 4.4 (a) shows several remanent minor loops at a starting field of -70 Oe (open down triangles), -102 Oe (open squares), -410 Oe (open up triangles) and -488 Oe (open dots) for 170 $\pm$ 5 elements. It is convenient to describe the four possible magnetization states that can coexist in the array as $A$, $B$, $C$ and $D$, as shown in Fig.4.6, where $A$ and $B$ are the two possible $P$ states and $C$ and $D$ are the two $AP$ states. Upon positive saturation, all elements are in the $B$ state. In the minor loops corresponding to small reverse fields (-70 Oe and -102 Oe), most elements remain in the initial $B$ state and only a small percentage of the elements are switched from the $B$ state to the $D$ state by the reverse field. As the field is ramped back towards positive saturation, the soft layer in the $D$ state is switched back to recreate the $B$ state at a field $H'_{c1}$. However, when compared to Fig. 4.5(b), the minor loop is not a perfect square shape, since the abrupt transition of the individual elements is washed out by the switching field variation between the elements in the array. At

\(^1\)The free layer switching field is $H'_{c1} - H_{off}$ or $H_{c1} + H_{off}$. 
larger reverse fields (-410 Oe, -488 Oe), the sample consists of a mixture of $A$ and $D$ states. We observe that three different switching process appear as the field is ramped back to positive saturation. The elements in the $A$ state are first switched to the $C$ state at a field $H_{c1}$ and then to the $B$ state at a field $H_{c2}$. Elements in the $D$ state are switched directly to the $B$ state at a field $H'_{c1}$. This switching behavior can be clearly seen by constructing differential curves of Fig. 4.4(a). Fig. 4.4(b) shows the differential curves for the major loop (open dots) and minor loops at a starting field of -102 Oe (open down triangles) and -488 Oe (up triangles). For the major loop, there are two distinct peaks at fields $H_{c1}$ and $H_{c2}$, representing soft layer and hard layer switching. For the minor loop at -102 Oe, only one peak at the field $H'_{c1}$ is observed, which is associated with the switching from the $D$ to the $B$ state (see also Fig. 4.4 (b) or (c)). However, at a field of -488 Oe, 41% of the elements are switched to the $A$ state, while the others are in the $D$ state, and the differentiated minor loop shows three distinct peaks at fields $H_{c1}$, $H'_{c1}$ and $H_{c2}$. Fig. 4.4 (c) and (d) shows the corresponding data acquired by AGM on a sample with $10^9$ elements. There is an excellent agreement between the AGM and MFM data.

So far, by assuming that both the Co and NiFe layers are single-domain elements which can adopt $P$ or $AP$ configurations, we can successfully explain our experimental observations. In the following, we will show that highly sensitive MFM can be used to visualize distinctly the $AP$ states as well as the $P$ states. A field of -800 Oe was first applied to form the $A$ state. Fig. 4.6 (a) shows the MFM image of the sample after applying 480 Oe reverse field. Some elements were switched to the $B$ state, while the others formed the $C$ state. If the field is then switched back to a value in between $H_{c1}$ and $H'_{c1}$, for instance 135 Oe, the $C$ states remain, while the elements in $B$ states are changed to $D$ states. Fig. 4.6(b) clearly shows the $C$ and $D$ antiparallel states coexisting. The gray scale contrast in this image is only about 0.09 Hz, which is about 10% of the value obtained for the parallel state image. The result is in good agreement with the relative magnetizations of the parallel and
antiparallel states obtained by AGM. The signal is so small that some unavoidable topographic contrast also appears in the images. The low contrast occurs because the two magnetic layers form a closed flux loop with very small external stray field. Better contrast can be achieved by increasing the MFM tip moment, but this can perturb the magnetic states of the elements. The observed $P$ or $AP$ states are consistent with the remanent states of individual elements calculated using a micromagnetic simulation. The simulated magnetic moment orientations are shown in Fig 4.6 (c-d). The $AP$ state is very stable and consists of two single-domain layers antiparallel to each other, while in the $P$ state, the moments in each layer are parallel to each other but show curling of the magnetization at the edges due to the strong demagnetizing field.

It is critical to maintain a narrow switching field distribution if PSV elements are
to be used in MRAM. During cycling of the soft layer, the switching field distributions for $-H_{c1}$ and $H'_{c1}$ should not overlap, and neither should the distributions of $-H_{c1}$ and $-H_{c2}$, to avoid inadvertent writing of elements during the readback process. MFM analysis has indicated that there are no overlaps in the array studied here, because the Co layers have relatively large switching fields compared to the NiFe layers. However, it is desirable to reduce the switching field distributions so that a lower hard-layer switching field, and therefore a lower write current, can be tolerated.

The broad switching field distributions observed in this sample have two different sources: one contribution comes from intrinsic variability in the switching fields of the Co or NiFe layers, due to shape or microstructure differences between the elements, and the other contribution comes from the variation in interlayer coupling field, $H_{off}$. Perhaps surprisingly, we found that $H_{off}$ has a larger variation than the soft layer switching field $H_s$, and the two do not appear to be correlated (Fig 4.5 (d)). The variability in $H_{off}$ may be a result of roughness or pinholes in the 3 nm Cu spacer layer, which can affect exchange coupling between the magnetic layers, as well as the detailed microstructure or shape of the element ends, which could lead to local deviations in magnetostatic coupling between the layers.

4.6 Summary

The collective and individual magnetization reversal of 70-nm wide PSV elements has been studied using high sensitivity MFM with an in-situ magnetic field. Our results indicate that the two magnetic layers can form either parallel or antiparallel magnetic configurations. Individual elements show abrupt switching behavior, with ideal, square shaped hysteresis loops, but there is a spread in both the switching fields and in the interlayer coupling field between individual elements. This distribution may be a result of variability in shape or microstructure of the magnetic layers, or the roughness of the Cu spacer layer. Controlling the element shape and microstructure will help elucidate this problem.
Magnetization Reversal of Dense Disk Array

In this chapter, the magnetic structure and magnetization reversal of a permalloy disk array are presented. The interdot coupling and its induced anisotropy are investigated.

5.1 Introduction

In his pioneering work, Cowburn experimentally found that single domain nanomagnet can be formed in a disk as the element diameter ($d$) and thickness ($t$) are below a critical value [77]. Above that value, the circular dots are proposed to form vortex state, in which the magnetic moments are parallel to the nearest edge inside the circular disk.

The appearance of the single domain phase and the vortex phase is the result of

![Figure 5.1: Hysteresis loop obtained by MOKE of nanomagnet array with diameter of 300 nm (a) and 100 nm (b) respectively. The thickness of the magnets is 10 nm. From Cowburn et al. [77].](image)
the competition between the magnetic exchange energy and magnetostatic energy (stray field energy). The typical magnetization reversal curves for both state are shown in Fig 5.1. For the single domain state, the magnetization reversal process can be characterized by coherent rotation (Fig 5.1 (b)), while for the vortex state, the magnetization reversal process is through vortex nucleation and vortex annihilation. The study of circular magnet dots which form vortex states has been of great interest in the last few years [69]. The vortex state of circular elements have less stray field. Therefore, the disks can be fabricated very close to each other with little neighbor influence, a very attractive feature when fabricating ultrahigh density of magnetoresistive random access memory.

The central problem of studying a disk array is then how magnetization reversal occurs in the disk, and how the interdot coupling affects the switching behavior and switching field. Recently, the vortex structure, magnetization behavior and interdot coupling were studied by Lorentz Microscopy [92], MFM [93], MOKE Magnetometers [75,94], alternating gradient magnetometry (AGM) [95], and Brillouin light scattering (BLS) [96]. In this chapter, we will use MFM with in-situ magnetic fields to study the vortex structures and its magnetization reversal. A local hysteresis loop technique is developed to study the reversal mechanism. The interdot coupling induced anisotropy is directly measured through hysteresis curves obtained by MFM as well as imaging.

5.2 Experiment Techniques

Standard electron beam lithography and liftoff techniques were used to pattern circular permalloy dots with a diameter of 700nm and thickness of 25nm on a square rectangular lattice with a lattice constant of 800nm.\(^1\)

The magnetic structures and magnetization reversal were studied by a custom built vacuum MFM. The experiments were performed in the constant height mode

\(^{1}\)The samples were kindly provided by V. Metlushko of the University of Illinois at Chicago, and B. Ilic of Cornell University.
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Figure 5.2: a. Vortex structure of permalloy disk; b. Zoom in of a vortex core with 140 nm scan size; c. image at a field of 23 Oe; d. image at a field of -55 Oe. e. simulated moment distribution of a permalloy disk with the same size as the experiment. f. gray scale shows the moments of out of plane component in a 140nm area of e. Tip: T$_{30}$

to reduce the destructive MFM tip-sample distortions [33]. Silicon cantilevers with spring constants of 1 N/m and 0.08 N/m, sputter coated with Co$_{71}$Pt$_{12}$Cr$_{17}$ with thickness of 15 nm (T$_{15}$), 30 nm (T$_{30}$) and 50 nm (T$_{50}$) were used as magnetic probes. The experiments were performed in a vacuum of $1 \times 10^{-5}$ Torr. A digital phase locked loop (PLL) from NanoSurf to increase sensitivity was used to decode the cantilever frequency shift [51]. The typical tip-sample separations were about 50-80 nm, unless otherwise indicated.

5.3 Experimental Results

5.3.1 Vortex State

The ac demagnetized state of permalloy disks have small stray fields, which lead to very low magnetic contrast MFM images. High resolution images show that the disk forms a vortex state as shown in Fig 5.2 (a) and (b). The disk shows very weak contrast with a bright spot in the center. This is a flux core, a singularity of the vortex
state in the permalloy dot, which has been directly observed only recently [92, 93]. This result is consistent with micromagnetic simulation,\textsuperscript{1} and theoretical analysis [97]. The simulated results, as shown in Fig 5.2(e) and (f), indicate that the lowest energy state is a vortex state with most of the moments rotating along the disk radius. However, the center part (the vortex core), with a size of about 10 nm, points normal to the sample plane. Because of its small size, the flux core is hardly observable at large tip-sample separation.

\subsection{5.3.2 Nucleation and Annihilation Process}

A distinct characteristic of magnetic disks, which has been confirmed by measuring the hysteresis loop of arrays of dots or through the study of individual disks [77,92–94],

\textsuperscript{1}The simulation uses the three-dimensional CODE from NIST, http://math.nist.gov/oommf. The element has the same dimension as the experiment. We used a unit cell of 4nm×4nm×5nm, an exchange constant of 1.0 \times 10^{-11} \text{ J/m} (1.0 \times 10^{-6} \text{ erg/cm}), and the damping constant of 0.5. The magnetocrystalline anisotropy is neglected.
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is that the magnetization reversal has two transitions: the nucleation and annihilation of the magnetic vortex, as shown in Fig 5.1(a).

By performing MFM images in the presence of an external magnetic field, the vortex core will move. Fig 5.2(c) and (d) are the images when an external field is applied diagonally along the image area. As expected, the flux core moves closer to the edge perpendicularly to the field direction, as marked in the images. As a larger field is applied, the vortex core will be pushed to the edge, and can be expelled. Micromagnetic simulations on a permalloy disk with the presence of an external magnetic field are performed to help understand the experimental results. The stray field emitted from the disk is calculated based on the disk magnetic moment configuration, obtained by micromagnetic simulations. Fig 5.3 shows the stray field distribution in a plane 40 nm above the element. At zero field, the element forms a perfect vortex with a vortex core in the center (Fig. 5.3 (a)). As a magnetic field is applied, the vortex core moves towards the edge perpendicularly to the field direction. For a field larger than a critical value ($H_a$), the vortex core can be expelled outside of the element, and a single domain state is formed. As the field is reduced, initially, the element still can keep its single domain state, however, when it reaches a critical value ($-H_n$), the vortex core is nucleated inside the element, as shown in Fig. 5.3 (f). Micromagnetic simulation also indicates that the vortex is initially nucleated at the edge, and gradually moves to the center area (Fig. 5.3 (f)). However, MFM has no time resolution to observe this.

5.3.3 Individual ‘Hysteresis Loop’

Such individual nucleation and annihilation process can be demonstrated by the local hysteresis loop, developed in section 3.4. As shown in the inset of Fig. 5.4, the local hysteresis loop can be obtained by monitoring the cantilever frequency shift as a function of the external magnetic field. The cantilever frequency shift is then converted to the force gradient between magnetic probe and the disk, $F'$. This force
Figure 5.4: Force gradient between the MFM tip and sample as a function of external field, while the tip is located at a fixed position 30 nm above the disk, as shown in the inset. Cantilever: T15, k=1 N/m.

The force gradient is approximately proportional to the sample moment. A typical plot is shown in Fig. 5.4. When examining each single curve from positive (negative) saturation to negative (positive) saturation, we found that two distinct jumps are clearly visible. One is associated with the nucleation process, while the other is associated with the annihilation of a vortex. As the field decreases from positive saturation (single domain state) the force gradient initially remains at a 'constant' value. When the field reaches the nucleation field $H_n$, the force gradient decreases abruptly (the formation of a vortex is confirmed by imaging). As the field decreases to negative value, the vortex core moves toward the edge of the disk, (Fig. 5.2(c), (d) or Fig. 5.3(b),(c)), and the force gradient decreases. When the field reaches a critical value $H_a$, the force gradient decreases abruptly again and reaches a static value (the vortex is expelled). When the field is increased from the negative saturation to positive saturation, similar phenomena can be observed.

Close examination of the hysteresis curve reveals that it is not symmetric. The absolute value of the force gradient is not symmetric, which is due to the $z$ component of the MFM tip stray field locally reversibly rotating the moments of the dots. The switching fields, however, are not symmetric either. The difference comes from the
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in-plane component of the tip stray field contributing to the magnetization reversal. Assume that the average in-plane component of tip stray field on the particle is $H_{\text{eff}}$, and the nucleation field without tip is $H_n$. We observe $H_n = \frac{H_{n+} + H_{n-}}{2} \approx 10$ Oe for the disk. The average contribution of the tip $H_{\text{eff}} = \frac{H_{n+} - H_{n-}}{2}$ is less than 10 Oe for $T_{15}$ and 25 Oe for $T_{30}$ with a tip-sample separation of about 30nm. Not only can the local hysteresis curve be used to characterize the magnetization behavior of small disks, but it is also possible to use this technique to characterize both in-plane and out of plane components of the tip stray field.

5.3.4 Imaging Versus Magnetic Fields

It is challenging to obtain the disk switching field from images [78], since the tip stray field can induce irreversible distortions. To obtain the switching field of dots, one can assume that the MFM tip contributes a constant field offset [78]. However, many effects such as the unknown tip in-plane and out of plane component, and the potential change of the tip stray field in the external field lead to major uncertainties. To obtain an accurate switching field, one needs to perform the MFM experiments at a field close to $H_p = \frac{(H_n + H_a)}{2}$ after the external field is ramped to a designated value $H$. The disk will maintain its previous state at $H_p$. Suppose that at $H$ the disk is reversed to a single domain state. When the field is decreased to $H_p$, the nucleation of a vortex will not yet happen. Alternatively, suppose that at $H$ the disk is reversed to a vortex state. When the field is increased to $H_p$, annihilation will not yet happen. The prerequisite to reliable and accurate determination of a switching field is that $H_p$ combined with the tip stray field cannot induce switching. This can be actually solved by using low moment tips and operating in the constant height mode. Fig 5.5 shows a series of images, where the field was applied in the (100) or (110) directions, as shown in the inset Fig. 5.6. No tip stray field induced reversal can be observed. A weak contrast from the low moment state comes from the distorted vortex as the imaging is not taken at remanence.
Figure 5.5: A series of images after applying different external fields. a. field ramped to 126 Oe, and imaging at 60 Oe; b. field ramped to 23 Oe, and image at 60 Oe; c. field ramped to -20 Oe after saturation at -200 Oe, and imaged at -60 Oe; d. field ramped to -40 Oe after saturation at -200 Oe, and imaged at -70 Oe. Tip: $T_{50}$. Switching is found correlated with appearance of chain switching, marked in the dashed squares.

Figure 5.6: Hysteresis curves along 100 (solid dots) and 110 (open dots) direction. Tip: $T_{50}$. 
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<table>
<thead>
<tr>
<th>Field directions</th>
<th>$&lt; H_n &gt;$</th>
<th>$\delta H_n$</th>
<th>$&lt; H_a &gt;$</th>
<th>$\delta H_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt; 100 &gt;$</td>
<td>14</td>
<td>5</td>
<td>104</td>
<td>9</td>
</tr>
<tr>
<td>$&lt; 110 &gt;$</td>
<td>32</td>
<td>9.3</td>
<td>115.5</td>
<td>11.5</td>
</tr>
</tbody>
</table>

Table 5.1: Switching field and its distribution of permalloy disk array along the (100) and (111) direction. In oersted.

5.3.5 Interdot Coupling Induced Anisotropy

By following this procedure, we can obtain accurate switching fields of the disks without tip stray field artifacts. The ‘hysteresis curve’ (switching probability) can be obtained by characterizing ensembles of disks, as shown in Fig. 5.6.\(^1\) A two step transition can clearly be seen.

Fig. 5.6 shows that both the nucleation and annihilation fields depend on the direction of the external field. Table 5.1 list the average switching field and its variation. We found that if the field is applied in the (100) direction of the array, a smaller annihilation and nucleation field is observed. The switching fields difference between (100) direction and (110) direction cannot be explained by dipole interaction for uniformly magnetized dots, which only yield a uniaxial anisotropy contribution.

Model calculation by Guslienko shows that the magnetostatic energy is anisotropic with a minima along the (100) or (010) direction with fourfold anisotropy [98]. The anisotropy comes from high order multipole coupling, quadrupolar interaction being dominant. For magnetic disks without external field, the stray field of each individual disk is very small, and the inter-dot dipolar and higher order multipole coupling is negligible. For annihilation of a vortex, as magnetic field is applied, the vortex state is deformed by shifting the vortex core out of center, and the magnetization in the disk is nonuniform. For nucleation of a vortex, as magnetic field decreases from saturation, nonuniform shape of magnetization configuration can be formed

\(^1\)The magnetic moment is assumed to be $\pm 1$ for single domain state, while it is 0 for vortex state. The results are averaged over 120 individual elements.
before nucleation of a vortex. Such non-uniformity will then lead to the observed anisotropy. The magnetostatic coupling expected to be weak for the (110) direction as directly confirmed by MFM images (Fig. 5.5c and 5.5d). For the (100) direction, the nucleation appears to be correlated with nucleated chains (Fig. 5.4c). However, in the (110) direction, the correlation is much weaker (Fig. 5.4d). This correlation is stronger in nucleating vortices than in annihilating vortices, and leads to smaller switching field variations in the (100) direction than that in the (110) direction.

5.4 Summary

E-beam patterned permalloy circular dots of 700 nm diameter with small separations were very carefully studied by magnetic force microscopy (MFM) in the presence of an in-situ magnetic field. Images in the demagnetized state show that the dot is in a vortex state with a vortex core (singularity) in the center. Local hysteresis loops, measured by cantilever frequency shift in an external field, indicate that the magnetization reversal of individual disks is a vortex nucleation and annihilation process. By carefully doing MFM, nucleation and annihilation fields without MFM tip stray field distortions are obtained. Interdot coupling induced anisotropy originated is found through hysteresis loops, and directly confirmed by MFM imaging, as the nucleated dots are correlated.
Magnetization Structure and Switching of Permalloy Ring

This chapter presents the study of the magnetic structure and magnetization reversal of Permalloy rings with diameters of 5 $\mu$m and 700 nm respectively. Two stable transitions from the ‘onion’ state to the flux state and from the flux state to the reversed ‘onion’ state were studied in detail as a function of external field. The reproducibility of switching and switching field distribution were studied.

6.1 Introduction

The interest of studying the magnetic ring structure was initiated by the possible design of ultrahigh density vertical magneotoresistive random access memory (VM-RAM) based on ring structured GMR stacks [69]. The ring shaped memory element forces magnetization to be circular. The relative orientation of an moment direction in the magnetic hard layer and soft layer, clockwise or anticlockwise, can produce GMR effects. There are at least two advantages of using ring structures. The vortex state in the ring structure will minimize the stray field influence of neighbors, therefore, elements can be fabricated very close to each other, achieving ultrahigh density. The edge roughness in elongated elements leads to broad switching field distribution and poor reproducibility of switching. The ring structure however will have less edge roughness effects. The critical size above which the vortex state is stable is smaller for ring structure than the disk structures, therefore, higher density of MRAM can be achieved in ring structures. This is because the vortex core structure is avoided
Recent studies show that cobalt ring structures have two kinds of magnetic states: a stable flux or vortex state, and a second stable or metastable ‘single domain’ like state [99, 100]. The latter is known as the ‘onion state’ due to the fact that each half of a ring has the same moment orientation, forming head to head and tail to tail domain walls where the opposite flux meets [99, 100]. There are many open questions concerning the magnetic properties of these ring systems. Why is the onion state or the vortex state stable? What is the nature of the head to head domain? How reproducible is the switching process? Magneto-optical Kerr effect (MOKE) measurements [99, 100] have been used to study the collective behavior of patterned rings, and magnetic force microscopy (MFM) measurements [100] have characterized the switching behavior of individual rings. However, if MFM is operated in the tapping/lift mode [100], the MFM tip stray field can strongly influence the ring magnetic structure and thus make interpretation difficult. In this chapter, we present an MFM study of the switching behavior and its reproducibility, as well as the nature of the head to head domain wall of permalloy rings.

6.2 Experimental Techniques

The sample studied in this chapter are two different NiFe size rings: one with outer/inner diameter of 5\(\mu\)m/4\(\mu\)m, the other one with 700 nm/ 350 nm. Both rings are 25 nm thick.\(^1\) The topographic images are shown in Fig. 6.1.

Two types of commercial silicon cantilevers were used as force sensors with typical spring constants of 2 N/m and 0.05 N/m, resonance frequencies of 70 kHz and 15 kHz, and Q factors of 40,000 and 2,000 respectively, each sputter coated with 50nm Co\(_{71}\)Pt\(_{12}\)Cr\(_{17}\). An oscillation amplitude of 10 nm was used. The experiments were performed in a vacuum of 1 \(\times\) 10\(^{-5}\) Torr in the presence of an in-plane magnetic field.

\(^1\)Both sample were prepared by e-beam lithography and lift-off techniques, and provided by V. Metlushko of the University of Illinois at Chicago.
A digital phase locked loop (PLL) [51] was used to decode the cantilever frequency shift. The typical tip-sample separation used is 150-200 nm for studying the switching behavior, while reduced to 50-80 nm when imaging fine details.

### 6.3 Imaging versus Magnetic Field

Fig. 6.2(a-d) show a series of MFM images of an array of 5 μm individual rings as a function of magnetic field. The individual rings show two different magnetic states. One is a low contrast state (Fig. 6.2(c)), also called the vortex state [99], as schematically sketched in Fig. 6.2(c). The other shows bright and dark magnetic contrast at the edge along the field direction (Fig. 6.2(a,b,d)), called the ‘onion’ state, as sketched in Fig 6.2(a). The transition between these two states can clearly be seen by plotting a remanent ‘hysteresis curve’,\(^1\) shown in Fig. 6.2(e-f).

\(^1\)The hysteresis curve is a plot of the number of reversed rings versus the external magnetic field.

---

Fig. 6.1: SEM and AFM images of Permalloy ring structures: (a) connected rings structures; (b) individual rings; (c) ring chains; (d) non-contact AFM image of individual ring; (e) contact AFM image of individual ring. (a-d) ring size of 5 μm, (e) ring size of 700 nm.
Figure 6.2: (a)-(d) MFM images of rings of 5µm as a function of external magnetic field; (a,b,d) onion state; (c) vortex state; (e) hysteresis loop (determined from MFM data) of individual particle, showing two transitions, (f) hysteresis loop of ensemble of particles. The fields were applied diagonally along the images.
the ‘hysteresis’ loop of an individual particle. By analyzing an image with about 100 rings, we obtain the normalized, averaged sample magnetization as a function of the external field (Fig. 6.2f).

Both the images as well as the hysteresis curves demonstrate two different magnetic transitions. One appears at a low critical field $H_n$ of about 50 Oe, the other at a relative high field $H_s$ of about 140 Oe. At fields $H_n < H < H_s$, images show the rings have a low remanent magnetic moment characteristic of the so called vortex state. At fields $H > H_s$, the rings form a single domain like state, the onion state. In the following we will discuss details of the ring domain structure, and the reversal mechanism, as well as analyze the variations in the values of the critical fields $H_n$ and $H_s$.

6.4 Magnetic Structure

The vortex state (circular magnetization) is the most stable state in magnetically soft ring structure, which is the result of minimizing magnetostatic energy at the expense of ferromagnetic exchange energy [69]. The magnetic moments in the flux state form a circular or vortex pattern, without a topological singularity associated with the center of a disk structure. Due to this, magnetostatic stray field energy is minimized and the MFM contrast is small (Fig. 6.2c). The magnetic vortex state is shown in Fig. 6.3(a) at tip-sample separation of 40 nm. The bright spots at the edge are defects, as can be shown in Fig 6.1 (d). The gray and dark contrast inside ring comes from nonuniform moment curvature, and regular dark and bright magnetic contrast can be observed in each individual ring at larger tip-sample separation. This contrast comes from nonuniform moment curvature as a result of edge roughness as well as defects. The associated interaction is very small, showing a force gradient contrast value of -1, and the flux state a value of 0. The MFM images were taken in the remanent state after ramping the external field to a fixed value. This minimized the effect the tip field on the switching field.
Figure 6.3: High resolution constant height MFM images of 5µm obtained with a 50 nm Co$_{71}$Pt$_{12}$Cr$_{17}$ tip. (a) flux state imaged at 40 nm. Onion state imaged at a separation of (b) 150 nm, (c) 80 nm, (d) 70 nm, (e) 50 nm, (f) 50 nm and (g) 50 nm.
6.4 Magnetic Structure

of $3 \times 10^{-6}$ N/m at a tip sample separation of 150 nm. Similar variations in contrast were previously observed at the edge of octagonal rings [100].

The remanent state after saturation however shows a strong single domain like black and white contrast, as shown in Fig. 6.3(b). This is expected due to the fact that after saturation, the moments in the ring are mirror symmetric along the axis parallel to the external magnetic field direction. As the external field is reduced to zero, domain walls will be formed at the location where the two opposite half rings meet. The nature of this head to head domain wall can be revealed by a series of MFM images taken with a gradually reduced tip sample separation, as shown in Fig. 6.3(c-g). Reducing the tip-sample separation increases MFM resolution, but also leads to a stronger tip-sample interaction. Unexpectedly, at higher resolution, we found that each dark or bright spot observed at lower magnification is composed of two dark and two bright spots (Fig. 6.3c). When the tip-sample separation is reduced beyond a critical value, these spots (domain walls) are locally moved around from one pinning site to another as shown in Fig. 6.3(d-g).

To understand the head to head domain wall, we performed micromagnetic simulation, as shown in Fig. 6.4. The rings used for simulation have the same dimensions as the experiments, with unit cell sizes of $(12.5 \text{nm})^3$ and $(5 \text{nm})^3$ for the 5 $\mu$m and 700 nm rings, respectively. Recall that there are two types of domain walls between head to head domains. One is a flux closure structure, while the other is a transverse structure [101]. Micromagnetic simulations suggest that the observed MFM contrast for the onion state for the 5$\mu$m rings is due to a flux closure domain wall structure at the location where two half rings meet, as shown in figure 6.4(a) and 6.4(b). The $z$ component of the stray field was calculated from the simulated results, as shown in Fig. 6.4(c). The stray field contrast is consistent with the experimental observation of two dark or two bright spots on each side of the ring. Simulation also shows that the transverse domain wall is expected to be formed in thinner or smaller sized rings as shown in Fig. 6.4(d), with the corresponding $z$ component of the stray field in
Fig. 6.4(e). The metastable nature of the head-to-head domain has not been revealed experimentally in 700 nm diameter rings as the stray field from the MFM tip for small tip-sample separations can clearly be larger than the pinning force of the domain wall.

The reason that the tip stray field does not induce a global magnetic transition in 5μm rings is that the tip stray field is localized on a lateral length scale of only several hundred nanometers. The tip stray field cannot flip the ring structure from the onion state to the flux state. This is very different for small (100 nm sized) particles or rings, where the tip globally influences the sample magnetization. In passing, we wish to point out that this is particularly the case when the MFM is operated in tapping/lift mode, where dramatic distortion can occur due to the fact that the tip physically touches the surface during part of the scan [33, 100].
6.5 Switching Field Distribution

By comparing the switching behavior of many individual 5 µm rings, we found that the switching field \( H_s \) from the flux to the onion state is very uniform. The standard deviation of each individual ring is less than 1 Oe, a limit given by the minimal field increment used in these experiments. The ring to ring variation of the average switching field \( < H_s > \) is in the range of 10 Oe. The average switching field \( < H_{s_{ensemble}} > \) of many rings measured through 11 reversals is 135 Oe, with a standard deviation \( \delta H_{s_{ensemble}} \) of less than 4 Oe. The switching field deviation of the ensemble of rings is thus only about 3% of the average switching field. This narrow distribution both for an individual ring as well as the ensemble is in stark contrast to the non-uniformity of the switching fields \( H_n \) from the onion to the flux state: it is not uniform. The average flux nucleation field \( < H_n > \) is found to vary by as much as 50 Oe from ring to ring, the ensemble average \( < H_{n_{ensemble}} > \) being about 60 Oe. The standard deviation of the ensemble average is \( \delta H_{n_{ensemble}} \geq 10 \) Oe, about 20% of the average switching field. This large spread is due to the observed large spread in both the average as well as the standard distribution of \( < H_n > \) of individual rings (see Table 6.1).

This uniformity in switching field \( H_s \) and its narrow distribution even holds true when the rings are only 700 nm in diameter (see Fig. 6.5). For these rings we find an ensemble average switching field of 201 Oe with a distribution of 11 Oe, a variability of 5%. Since the MFM tip stray field itself can induced the magnetization switching from the onion state to the vortex, we can not observe a well defined transition for such small ring.

We found experimentally that the reversal mechanism from the onion state to the flux state occurs through domain wall propagation, as indicated by the simulations by Rothman et al. [99]. The typical time for magnetization reversal is expected to be a few nanoseconds, substantially beyond the time-resolution capability of MFM. However, the propagating domain wall could be localized at various pinning sites.
Table 6.1: The average switching field and switching field distribution of individual 5µm rings; in Oersted.

<table>
<thead>
<tr>
<th>Particle No.</th>
<th>No.1</th>
<th>No.2</th>
<th>No.3</th>
<th>No.4</th>
<th>No.5</th>
<th>No.6</th>
<th>No.7</th>
<th>No.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&lt;H_n&gt;)</td>
<td>70</td>
<td>62</td>
<td>63</td>
<td>60</td>
<td>62</td>
<td>46</td>
<td>74</td>
<td>54</td>
</tr>
<tr>
<td>(\delta H_n)</td>
<td>27</td>
<td>22</td>
<td>14</td>
<td>18</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>(&lt;H_s&gt;)</td>
<td>139</td>
<td>139</td>
<td>131</td>
<td>142</td>
<td>138</td>
<td>138</td>
<td>142</td>
<td>139</td>
</tr>
<tr>
<td>(\delta H_s)</td>
<td>1.6</td>
<td>2.4</td>
<td>1.6</td>
<td>1.5</td>
<td>1.6</td>
<td>1.5</td>
<td>0.4</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Figure 6.5: Percentage of particles switching from the onion to the flux state as a function of external magnetic field for ring of 700nm diameter. The solid line is a Lorentz fit.
(probably associated with sample defects), as shown in Fig. 6.6. Fig. 6.6 (a) shows the onion state at remanence; the wall started to move at a field of about 25 Oe, and was subsequently pinned at another location as shown in Fig. 6.6(b). The domain wall was depinned again at a larger field of 60 Oe, and completed the reversal process to a vortex state shown in Fig. 6.6(c). The direct observation of the reversal mechanism is possible only in a very small percentage of the total number of studied rings. We found that the propagation of the domain wall to be either clockwise or anticlockwise for different individual rings. We conclude that the reversal mechanism from the onion to the flux state is completed through a domain wall propagation process, and dominated by local pinning fields. As a consequence, the switching field depends on the local domain wall pinning potential. Individual rings differ from each other due to uncontrolled variations in their defect density, edge smoothness and chemical composition. This leads to head to head domain walls with different pinning forces and the consequent observed broad distribution of switching fields $H_n$.

Our observation of the transition field from the flux to the onion state shows only a small variation. Based on the difference in the standard deviation between the two switching fields, we propose that the reversal mechanism for the transition from the flux to the onion state is different from that of the transition from the onion to the flux state. Inhomogeneity of the rings only slightly modify the switching field from the flux to the onion state. This points to a reversal process that is not dominated by domain wall motion, which is strongly affected by existing sample inhomogeneities.
leading to a large variation in pinning energies. The latter effect should increase relatively as the ring size becomes smaller, but is not observed (see Fig. 6.5 for 700 nm rings). The most probable reversal mechanism is thus a nucleation process. Once nucleated, the walls move rapidly through the sample as the field $H_s$ is substantially larger than the domain wall pinning field. The global reversal, however, cannot take place until the external field is big enough to overcome the shape determined reversal field $H_s$. Below $H_s$, the external field only reversibly distorts the flux configuration.

6.6 Conclusion

Two different reversal mechanisms from the onion state to the flux state, or from the flux state to the reversed onion state, were found through MFM measurements. The detected nature of head to head domain wall structure in the onion state of 5 $\mu$m rings was found to be a flux closure structure both by MFM imaging and by micromagnetic simulation. The switching field is not uniform for transitions from the onion state to the flux state, which is shown to be due to domain wall propagation strongly influenced by variations of the local pinning potential. This is in contrast to the switching field for the transition from the flux to the onion state, which is quite uniform. Defects, roughness and size variation play a minor role in this switching process. This switching mode is very reproducible with a very narrow field distribution even for ensembles of rings. As a consequence, the flux state can be stabilized even for large ensembles in a very controllable manner within a wide field range.
Conclusion & Outlook

Magnetic force microscopy has been shown to be a versatile tool with which to study lithographically patterned submicron magnets. The technique offers the ability to probe magnetic structure, and the ability to characterize the magnetization reversal mechanisms.

Most results presented in this thesis were obtained by a custom built vacuum magnetic force microscopy under moderate vacuum of $1 \times 10^{-5}$ Torr with \textit{in situ} in-plane potentially rotatable magnetic fields. The system has been optimized to achieve very high sensitivity limited by thermal noise of the cantilever.

MFM tip stray field can irreversibly distort the sample magnetization state. Great care has been taken to study magnetically soft particles. A systematic study of MFM tip stray field distortion to sample’s magnetization state was presented by using various MFM tip, in different operating modes, and using different samples (particles). The technique of how to detect and minimize the irreversible distortion was also proposed. This distortion can be largely reduced by performing MFM in the constant height mode, using low magnetic moment tips, and by operating in vacuum. MFM tip stray field itself can be used to control a particle’s magnetic moment state by controlled three dimensional positioning the tip above a particle.

MFM in the presence of magnetic fields can be used to characterize the magnetization switching field and magnetization switching behavior. A new method is developed to characterize magnetization switching of an individual element by monitoring the cantilever frequency shift with respect to magnetic fields without scanning.
Based on above techniques, various lithographically patterned submicron magnetic particle arrays were studied (Section 3.6, Chapters 4, 5, 6). These techniques allow us to perform high sensitivity and less destructive imaging, and allow us to study the details of magnetic structures. For example, the nature of the head-to-head domain wall in a permalloy ring is revealed to be flux closure structures, and the vortex structure with a core singularity in a permalloy disk can be found by high resolution imaging. In the pseudo spin valve structures, the parallel and two different antiparallel configurations for both magnetic layers (NiFe and Co) in an element can be distinguishable. The study of the elongated permalloy disks indicates that vortices can be trapped in elliptical elements even for medium (4:1) aspect ratio elements.

Local hysteresis loop techniques allows us to study the switching behavior of individual elements. In a permalloy disk, the abrupt switching due to a nucleation or annihilation of a vortex has been revealed. In a pseudo spin valve structure, the abrupt switching for both individual layers is clearly distinguishable.

The remanent ‘hysteresis loop’ can be obtained in the presence of a magnetic field. The interdot coupling induced anisotropy was found in a closely packed disk array which shows a much smaller nucleation and annihilation field along the (100) direction than the (110) direction. This coupling was directly revealed through MFM image, as the switched magnetic elements form chain structures. In the PSV structures, the layer coupling and the broad switching field distribution were investigated through major and minor hysteresis loops obtained by MFM.

Regarding to future experiments, these techniques will be applied to other submicron and nanoscale magnetic elements to characterize their magnetic structures and switching behaviors. For example, MFM can be used to obtain a phase diagram of a vortex state and a single domain state as a function of element thickness and diameter. MFM has the ability to probe ferromagnetic and antiferromagnetic coupling between nanomagnets. As MFM only detects the stray field (or stray field gradient) of the sample, complimentary studies through other techniques will be very useful.
These techniques include micromagnetic simulation, spatial resolved imaging technique (LEM or SEMPA), time-resolved imaging technique (time-resolved scanning Kerr microscopy), and the techniques characterizing the collective behaviors (AGM, SQUID magnetometry). A combination of these techniques allows one to fully reveal the mechanism of magnetization switching.

Besides studying the magnetization structure and magnetization switching, the application of using MFM tip stray field to ‘write’ and ‘read’ information is promising. For example, we will use MFM tip stray field to control the output of a magnetic logic gate [4].
Magnetic moment or spin configuration can be approached by solving the formalism of micromagnetics [32], in which a macroscopic view is adopted where the atomic spin configuration is averaged to form a continuous magnetization $M(r)$. The magnitude of $M(r)$ is constrained to be a constant with $|m(r)|^2 = |M(r)/M|^2 = 1$. Magnetic moment configuration in a system is then chosen to make the total energy minimal.

### A.1 Energy terms

The total system energy is written as a sum of anisotropy energy, exchange energy, Zeeman energy, magnetostatic energy, magneto-elastic interaction energy and magnetostriction energy. The last two energies are often neglected due to their small contributions.

#### A.1.1 Exchange energy

Magnetic ordering is a result of the electron-electron Coulomb interaction, together with the Pauli exclusion. A simple model dealing with magnetic ordering is Heisenberg spin-spin exchange interaction, which is a quantum-mechanical interaction. In micromagnetics, a classical energy term is used to replace the quantum-mechanical exchange interaction. In the case of a continuous magnetization distribution, the exchange energy density can be written as

$$E_{ex} = A_{ex} M^2 [(\nabla m_x)^2 + (\nabla m_y)^2 + (\nabla m_z)^2], \quad (A.1)$$

where $A_{ex}$ is the exchange constant related to the interatomic exchange.
A.1 Energy terms

A.1.2 Zeeman energy
Zeeman energy appears when a magnetic field is applied, such magnetic field may be either uniform or spatially varying e.g. the stray field from an MFM tip. The Zeeman energy density can be expressed as

\[ E_H = -MH_{\text{ext}}(r) \cdot \mathbf{m}(r) \quad (A.2) \]

where \( H_{\text{ext}}(r) \) is the external magnetic field applied at point \( r \).

A.1.3 Magnetostatic Energy
The stray field energy (magnetostatic energy) can be considered as the magnetic field energy with magnetic field generated by the magnetic body itself, and the energy term can be expressed as

\[ E_d = \frac{M}{2} \int \mathbf{m}(r) \cdot H_{\text{mag}}(r', r) \, d^3 r' \quad (A.3) \]

where \( H_{\text{mag}}(r') \) is the field generated by the magnetic body of point \( r' \) at point \( r \), and can be expressed as

\[ H_{\text{mag}}(r', r) = M \int d^3 r'' \frac{3\mathbf{r} (\mathbf{r} \cdot \mathbf{m}(r'')) - \mathbf{m}(r'')}{|\mathbf{r} - \mathbf{r}'|} \quad (A.4) \]

A.1.4 Crystalline Anisotropy Energy
The energy of a ferromagnet depends on the direction of the magnetization relative to the structural axes of the material, resulting from spin-orbit interactions. The crystalline anisotropy energy density can be expressed as,

\[ E_{\text{anis}} = K(r)|\mathbf{k}(r) \times \mathbf{m}(r)|^2, \quad (A.5) \]

where \( K(r) \) is the magnitude of the anisotropy of each grain and \( \mathbf{k}(r) \) denotes the orientation of the anisotropy easy axis. For uniaxial crystalline material, the anisotropy energy can be written as

\[ E_{\text{anis}} = K \sin^2 \theta. \quad (A.6) \]
However, for polycrystalline material, the anisotropy easy axis can be randomly, and for soft magnetic material such as permalloy, the energy is very small.

### A.2 Micromagnetic modelling

The total energy density at $m(r)$ is just a summing up all the contributions of previous sections, which can be expressed as

$$E_{\text{tot}} = E_{\text{ex}} + E_{\text{anis}} + E_H + E_d.$$  \hspace{1cm} (A.7)

The total (free) energy is then

$$F = \int d^3r (E_{\text{ex}} + E_{\text{anis}} + E_H + E_d).$$  \hspace{1cm} (A.8)

Given the system energy, there are two common approaches for determining the magnetic moment configuration. One way utilizes a variational principle to obtain the equilibrium magnetization pattern by finding the configuration that minimize the energy by finite-element techniques [102].

However, an alternative approach is to solve the Landau-Lifshitz dynamic equation of motion with suitable damping. Magnetic field produces a torque on the magnetization, and the magnetic moment follows a damped precession about the field until it loses the excess energy through dissipation. The Landau-Lifshitz-Gilbert (LLG) equation can be expressed as

$$\frac{dM}{dt} = -\gamma M \times H_{\text{eff}} - \frac{\gamma \alpha}{M_s} M \times (M \times H_{\text{eff}}),$$  \hspace{1cm} (A.9)

where $M$ is the magnetization, $H_{\text{eff}}$ is the effective field, $\gamma$ is the gyromagnetic ratio, while $\alpha$ is the damping coefficient. The effective field is defined as

$$H_{\text{eff}} = -\frac{\partial E_{\text{tot}}}{\partial M};$$  \hspace{1cm} (A.10)

where $E_{\text{tot}}$ is the total magnetic energy density defined in eq. A.7.
A.3 OOMMF

All micromagnetic simulations throughout the thesis were performed using the OOMMF (Object Oriented Micromagnetic Framework) code from the National Institute of Standards and Technology.\(^1\) It is portable, extensible public domain micromagnetic simulation program. The simulations were performed in two or three dimensions. For two dimensional simulation, the micromagnetic problem is impressed upon a regular 2D grid of squares, with three dimensional magnetization \(m(r)\) positioned at the center of the cells. The anisotropy and applied field energy terms are calculated assuming constant magnetization in each cell. The exchange energy is calculated using the eight-neighbor bilinear interpolation described in reference [103]. The magnetostatic energy is calculated through various algorithms, such as ‘ConstMag’, ‘3dSlab’ and ‘3dCharge’. The algorithm of ‘ConstMag’ calculates the average field in each cell under the assumption that the magnetization is constant in each cell, using formulae from reference [104]. The algorithm of ‘3dSlab’ calculates the in-plane field components using offset blocks of constant (volume) charge. Details can be found in reference [105]. All algorithms use Fast Fourier Transform techniques. The Landau-Lifshitz equation is integrated using a second order predictor-corrector technique of the Adams type.

In submicron magnetic systems, the relevant length scale is usually characterized by the exchange length,

\[
l_{ex} = \left( \frac{A_{ex}}{4\pi M_s^2} \right)^{1/2}, \tag{A.11}
\]

where \(A_{ex}\) is the exchange constant, with the order of \(1.0 \times 10^{-6}\) erg/cm. The value of \(l_{ex}\) is about 10 nm. For micromagnetic simulation, it is usually safe to choose an unit cell size with smaller value than the exchange length.

Fig. A.1 shows an example of the magnetic moment pattern in ‘McGill’. The size of ‘McGill’ is \(2.2\mu m \times 0.8\mu m\) with the thickness of 8 nm, as shown in Fig. A.1(a). The material is Permalloy with the saturation magnetization of 860 emu/cm\(^3\) and

\(^1\)http://math.nist.gov/oommf.
the exchange constant $A$ of $1.0 \times 10^{-6}$ erg/cm. The unit cell size is $8 \times 8 \times 8$nm$^3$.

The initial configuration is chosen randomly. The magnetic moment configuration obtained through micromagnetic simulation is shown in Fig. A.1(b). As can be seen, two ‘l’s form single domain states, and ‘i’ forms a vortex and single domain state. There are a few head-to-head domains in ‘McG’.


[51] Digital PLL and Amplitude feedback from Nanosurf AG, Liestal, CH (www.nanosurf.com)


